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Abstract
The relationship between public expenditure and economic growth is one of the central topics in economics literature, and an extensive body of knowledge has accumulated around it. The current consensus is that infrastructure, education and health are the types of public services that are likely to contribute to economic growth. Still, the question of how public resources should be allocated among them remains unanswered. This paper, benefiting from an endogenous growth model that is useful in the identification of the optimal allocation of public resources, analyses the growth effect of the composition of public investment in Turkey using a dataset for the years between 1975 and 2001. Results indicate that, between these years, the government overinvested in transportation and communication services and underinvested in energy infrastructure, education, health, and city infrastructure and security services. There is further evidence that public policy led to an underinvestment in energy infrastructure in these years. The scope of the analysis is confined by the limitations of the economic model. Additionally, the robustness of the results depends on the assumption that public policy is exogenous in the model.
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1 INTRODUCTION
Investigation of the relationship between public expenditure and economic growth is a research topic that stems from the origins of the economics discipline itself. Adam Smith’s invisible hand is invoked to oppose government intervention in the economy. Since Smith’s time, the role of public policy in economic growth has been analysed from various perspectives that include the Keynesian and Latin American Structuralist schools, which heavily influenced state-led economic policies in the 1950s and 1960s. However, the debt and financial crises of the 1970s and 1980s led to the Washington Consensus in 1989, which limited the role of government to the provision of infrastructure, education and health. The shift in economic policy was accompanied by empirical studies that linked public infrastructure expenditure to growth, and by the introduction of the endogenous growth theory, which provided arguments in favour of government intervention in the education sector. These developments in economics literature generated the most current consensus: that public expenditure on education, health and infrastructure is likely to contribute to growth as it helps in the creation of human capital and complements private sector investment.

The second point of discussion regarding the link between public expenditure and economic growth is about the composition of public expenditure. How should the resources be allocated among education, health and infrastructure? This aspect of the topic became a focus of attention relatively recently and remains underresearched.
One of the earliest studies on the composition of public expenditure and economic growth was carried out by Devarajan, Swaroop and Zou (1996), who provide a model of endogenous growth theory that helps to determine whether the government underspends or overspends in a particular type of public service. Although many other scholars (Lee, 1992; Turnovsky and Fisher, 1995; Agénor and Moreno-Dodson, 2006; Chen, 2006; Agénor, 2009; Agénor and Neanidis, 2011) proposed models to analyse the relationship between the allocation of public expenditure and economic growth, the model in Devarajan, Swaroop and Zou (1996) has the advantage of having a general framework. It is also the one that imposes the fewest restrictions in the analysis regarding the relationship between the composition of public expenditure and economic growth.

This paper contributes to the literature by applying the model in Devarajan, Swaroop and Zou (1996) to a panel dataset of Turkish provinces for the years between 1975 and 2001. It complements the aforementioned study by proposing a regression model to test the theory in question. Additionally, this study differs from Devarajan, Swaroop and Zou (1996) in terms of public spending data; while they carry out their analyses using public current and capital expenditure, this study applies this method to the latter.

Turkey is chosen as the subject of the research because of its characteristics. Turkish provinces vary significantly in terms of economic performance. The provinces in the west are considerably more developed than those in the east. To foster the economy in underdeveloped areas, Turkish governments have aimed to increase the accessibility of infrastructure facilities and improve human capital. This policy has been pursued by implementing public investment projects in infrastructure, health and education facilities using the central government budget. Thus, Turkish provinces constitute a sample suitable for use in the analysis of the relationship between the composition of public expenditure and economic growth.

As the public policy in question uses public investment projects to promote development, the analysis in this paper concentrates on the link between the composition of public investment and economic growth.

The time range of the dataset is narrowed to 1975 and 2001 as the economic growth rates for the provinces are available only for these years. To address reverse causality between public investment variables and the economic growth, the dependent variable is specified as the five-year forward-moving geometric average of the per-worker real GDP growth rate. This is also to capture the lagged impact of public investment on the output growth rate. For empirical analysis, the random-effects and the pooled OLS techniques are used. The standard errors are

---

1 Public investment corresponds to public capital expenditure. This paper adopts the former term whenever it refers to its sample. This is because the State Planning Organisation (now, a section of the Ministry of Development) reports these data under the title “public investment”.

2 Note that, with the real GDP data for the years between 1975 and 2001, the dependent variable can be calculated for the years between 1975 and 1996.
corrected for heteroscedasticity, and serial correlation within and between panels. Post-estimation diagnostics provide evidence for the robustness of the results.

The results in this paper show that, for the years between 1975 and 2001, there was an overinvestment in transportation and communication. The policy implication of this study is that, for the investigated time period, Turkish public policy should have shifted resources from this public layout to the provision of energy infrastructure, education, health, and city infrastructure and security services. Results provide additional evidence that the governments between the years 1975 and 2001 underinvested in energy infrastructure.

2 LITERATURE REVIEW

Literature regarding the relationship between government expenditure and economic growth focuses on particular types of spending, namely, infrastructure, education and health. The origin of the link between public expenditure on infrastructure and economic growth is an empirical study carried out by Aschauer (1989), who demonstrated that public expenditure on roads and highways has considerable growth effects. This initiated discussions about whether it is the government consumption expenditure that might have growth-reducing effects, and that public policy should favour capital spending, which is understood to be expenditure on infrastructure.

The relationship between public expenditure on human capital and economic growth builds on the endogenous growth theory, which identifies the source of economic growth as technological progress, which is a function of human capital. Endogenous growth models are derived on the assumption that social returns to public expenditure on human capital are higher than private returns to it, and so the equilibrium growth rate in a free-market economy is sub-optimal (Barro and Sala-I-Martin, 1992).

The combination of the two streams of the literature provided above led to the current consensus that public expenditure on education, health and infrastructure is likely to have a positive impact on economic growth. The arguments in favour of government intervention in these sectors can be listed as: market failure in the provision of services in these areas, their high positive externalities, their impact on human capital and thus on research and technology, their positive impact on private sector productivity, and their welfare benefits. However, it is also acknowledged that public investment might crowd-out private investment. Additionally, public investment is considered less efficient than private investment due to factors such as rent-seeking, corruption and congestion.

The literature that analyses the relationship between the composition of government expenditure and economic growth is divided in accordance with the streams

---

3 Available on request.
Correspondingly, in the relevant empirical literature, the majority of studies focus on the relationship between public capital expenditure and economic growth (Haque, 2004; Gupta et al., 2005; Ghosh and Gregoriou, 2008; Afonso and Furceri, 2010; Chamorro-Narvaez, 2012). Few studies further investigate the growth effect of public expenditure on infrastructure services such as transportation facilities (Shioji, 2001; León-González and Montolio, 2004; Pereira and Andraz, 2005). There are relatively few studies that include public health and education spending in empirical analysis (Easterly and Rebelo, 1993; Odedokun, 2001; Ramirez and Nazmi, 2003; Bose, Haque and Osborn, 2007). Although the results regarding the impact of public capital on economic growth are mixed, overall findings in the literature appear to support the hypothesis that public expenditure on transportation is positively related to growth. The literature also provides evidence that public education expenditure is positively associated with economic progress.

In this literature, Devarajan, Swaroop and Zou (1996) provide a model that encompasses all others as it can be used to analyse the composition of any type of public expenditure. The authors relate the productivity of a type of public expenditure to its share in total public expenditure, and the productivity of other types of public expenditure in the model. Despite the strength of their model, the results in Devarajan, Swaroop and Zou (1996) are unconventional and their robustness is debatable. The authors find a positive relationship between public consumption expenditure and economic growth, which contradicts the implications of economic theory. Their results also indicate a negative growth effect for public expenditure on education. Haque (2004) observes that Devarajan, Swaroop and Zou (1996) do not account for unit roots in the data, which may have biased their results.

This paper contributes to the literature by applying the model provided by Devarajan, Swaroop and Zou (1996) to public investment (i.e. public capital expenditure) for a panel dataset of Turkish provinces for the years between 1975 and 2001. This study also proposes a regression model to test the theory in question to obtain robust results. The shortcomings of the regression model used in Devarajan, Swaroop and Zou (1996) are discussed in more detail in the relevant section.

**3 ECONOMIC MODEL**

The economic theory adopted in this paper is provided by Devarajan, Swaroop and Zou (1996). For the purposes of this paper, this section presents a brief summary of that model, together with a conclusion that relates the composition of public expenditure to economic growth.
Devarajan, Swaroop and Zou (1996) use an endogenous growth model, in which the household intertemporal utility function, \( U \), equals:

\[
U = \int_0^\infty u(c_t)e^{-\rho t}dt
\]

where \( \rho \) is rate of time preference, \( \rho > 0 \), and the utility function is:

\[
u(c) = \frac{c^{1-\sigma} - 1}{1 - \sigma}
\]

In the utility function, \( \sigma \) is the elasticity of intertemporal substitution, and is assumed to be constant.

The authors use a production function that has the constant elasticity of substitution property:

\[
y = \left[ak^{-r} + bg_1^{-r} + \delta g_2^{-r}\right]^{1/r}
\]

where \( y \) is total output per capita, and \( g_1 \) and \( g_2 \) are the components of public expenditure per capita, respectively. The terms \( a, b \) and \( \delta \) are productivity parameters, while \( r \) is a function of elasticity of substitution, \( \pi = \frac{1}{1 + r} \).

In the model, the income tax rate (\( \tau \)) and hence the share of total public expenditure in output \( \left(\frac{g}{y}\right) \) are considered given. The government’s budget constraint is defined as:

\[
\tau y = g_1 + g_2
\]

where

\[
g_1 = \theta \tau y, \quad (0 \leq \theta \leq 1), \quad \text{and so} \quad g_2 = (1 - \theta) \tau y
\]

The constraint for capital accumulation is specified as:

\[
\dot{k} = (1 - \tau)y - c_t
\]

which shows the amount of income per capita after taxation and consumption.
Devarajan, Swaroop and Zou (1996) find the condition for an increase in the share of $g_1$ in total public expenditure to have a positive impact on economic growth as in:

$$\frac{\theta}{1-\theta} < \left(\frac{b}{\delta}\right)^{\nu(1+r)}$$

which simplifies to:

$$\frac{\theta}{1-\theta} < \frac{b}{\delta}$$

if the value of $r$ equals 0 (i.e. the elasticity of substitution equals 1), in which case, the production function corresponds to the Cobb-Douglas production function.

The inequality indicates that an increase in the share of $g_1$ in total public expenditure, $\theta$, will result in higher growth only if the ratio of the output elasticity of $g_1$ to $g_2$, $\frac{b}{\delta}$, is higher than the ratio of $\theta$, the share of $g_1$ in total public expenditure, to $(1-\theta)$, the share of $g_2$ in total public expenditure, $\left(\frac{\theta}{1-\theta}\right)$.

This suggests that, even though the output elasticity of $g_1$ was higher than the output elasticity of $g_2$ – that is, a 1% percent increase in $g_1$ created a higher increase in output than a 1% increase in $g_2$ did – if an increase in the share of $g_1$ in total public expenditure results in the violation of the inequality condition above, then an increase in the share of $g_1$ in total public expenditure will not have a positive effect on economic growth.

It can be seen that the model does not depend on any initial assumption regarding the productivity of $g_1$ and $g_2$. Any component of public expenditure can be productive if its share relative to other components satisfies the condition above. Productivity of public expenditure is not a matter of the sector in which it would be expected to have a positive impact on growth. Thus, the productivity of public expenditure in this model is in relative terms, which implies that public expenditure in some sectors that would be considered to contribute to growth may turn out to be detrimental to it if the composition of public expenditure is taken into account.

As this paper uses public investment data, in its context of analysis, $g_1$ and $g_2$ correspond to the components of public investment. Then, Devarajan, Swaroop and Zou’s (1996) model shows that, for a given budget, if increasing the share of $g_1$ in $g$ is negatively associated with economic growth, then there is an overinvestment in the first type of public investment. Similarly, for a given budget, if increasing the share of $g_1$ in $g$ is positively associated with economic growth, then there must be an underinvestment in the first type of public investment. Thus, the model provides a tool for assessing Turkish public policy regarding the implementation of public investment projects in different sectors and balancing the shares of public investment accordingly for the years between 1975 and 2001.
4 REgression Model

This section discusses possible regression models that can be used to apply the theoretical model to data. The theoretical model in Devarajan, Swaroop and Zou (1996) assumes that there are two types of public expenditure. Type 1 is denoted by $g_1$, and type 2, by $g_2$. The model shows the conditions for a change in the share of a type of public expenditure, for a given share of public expenditure in GDP ($g/y$), to have a positive impact on economic growth, $\gamma$. Thus, the growth effect of a type of public expenditure depends on: (1) its share in total public expenditure, (2) its productivity, and (3) the productivity of the other type of public expenditure.

Devarajan, Swaroop and Zou (1996) assume a linear regression model for empirical analysis, and include the shares of each component in total public expenditure and the share of total public expenditure in GDP as explanatory variables (in addition to other control variables in their paper). In this paper, too, empirical analysis assumes that the relationship between explanatory variables and the dependent variable is linear. Post-estimation diagnostics provide evidence that this assumption holds.

For a model with two types of public expenditure, variables can be defined as follows:

Public expenditure type 1: $g_1$

Public expenditure type 2: $g_2$

Total public expenditure: $g = g_1 + g_2$

Additionally, $g_1 = \theta_1 g$, $g_2 = \theta_2 g$, and, $\theta_1 + \theta_2 = 1$, which means $\theta_2 = 1 - \theta_1$

Then, the regression model can be expressed as follows:

$$\gamma = \gamma_0 + x_0 \frac{g}{y} + x_1 \theta_1 + \sum \gamma_i m_i$$

(1)

In which $m_i$ represents the other control variables, which are explained at the end of the section. $x_0$ is the coefficient that shows the effect of a change in the share of total public expenditure on output. A change in $\frac{g}{y}$ would change the level of both types of public expenditure, as $g = g_1 + g_2$. Thus, $x_0$ is interpreted as the effect of a change in the level of $g_1$ and $g_2$. 
In equation (1), only $\theta_1$, the share of $g_1$ in total public expenditure, is included, because including $\theta_2$, the share of $g_2$ in total public expenditure, would lead to perfect collinearity, as $\theta_1 + \theta_2 = 1$. This also means that the coefficient of the share of $g_1$ in total public expenditure shows the effect of a change in $\theta_1$ with respect to a change in $\theta_2$, because an increase (or a decrease) in $\theta_1$ entails a reduction (or a rise) in $\theta_2$.

The specification of the regression model becomes slightly more complicated if there are more than two types of public expenditure. If there are $n$ types of public expenditure, then the components of public expenditure could be expressed as:

The first type of public expenditure: $g_1 = \theta_1 g$

The second type of public expenditure: $g_2 = \theta_2 g$

... ...

The $n^{th}$ type of public expenditure: $g_n = \theta_n g$

$g = g_1 + g_2 + ... + g_n$ and $\theta_1 + \theta_2 + ... + \theta_n = 1$

In this case, the regression model could be specified in two ways. The first way is to adopt equation (1), which would indirectly reduce the number of types of public expenditure to two, as $x_1$ would reflect the effect of a change in $\theta_1$ with respect to a change in the share of the remaining types of public expenditure ($\theta_2 + \theta_3 + ... + \theta_n$).

In this paper, the regression model is specified as in equation (1) for robustness of results, and simplicity in interpretation.

The alternative approach would be to include $n - 1$ types of public expenditure in the regression model, and to exclude the $n^{th}$ type of public expenditure to avoid perfect collinearity, as in equation (2).

$$\gamma = z_0 + x_0 \frac{g}{y} + x_1 \theta_1 + x_2 \theta_2 + ... + x_{n-1} \theta_{n-1} + \sum_i z_i m_i \quad (2)$$

However, specifying the regression model as in equation (2), firstly, complicates the analysis, and, secondly, reduces the reliability of the results. In this case, including the shares of $g_2, g_3, ..., g_{n-1}$ imposes the assumption that a change in $\theta_1$ impacts $\gamma$, for given values of $\theta_2, \theta_3, ..., \theta_n$, (and $\frac{g}{y}$). Thus, the coefficient of the share of $g_1$ in total public expenditure shows the effect of a change in $\theta_1$ with respect to a change in $\theta_n$. For the same reason, the coefficients of the share of $g_2$ (or $g_3, ..., g_{n-1}$) also reflect the effect of a change in $\theta_2$ (or $\theta_3, ..., \theta_{n-1}$) with respect to a change in $\theta_n$.

It can be seen that specifying the regression model as in equation (2) puts emphasis on the $n^{th}$ type of public expenditure that is left out of the equation. This complicates
the analyses as the coefficient of a type of public expenditure depends on the type of public expenditure that is excluded from the model. If, for example, the regression model was specified as in equation (3), in which the share of \( g_1 \) in total public expenditure is excluded, and the share of \( g_n \) in total public expenditure is included in the model, the values of \( x_2, x_3, \ldots, x_{n-1} \) would differ from equation (2), as the coefficients would reflect the effect of a change in \( \theta_2, \theta_3, \ldots, \theta_{n-1} \) with respect to a change in \( \theta_1 \), not in \( \theta_n \). Considering there are \( n \) types of public expenditure, one would have to choose a regression model among \( n-1 \) versions of equation (2). This would reduce the robustness of the results because, as the number of types of public expenditure increased, the results between equations would be more volatile, and choosing the appropriate model would be more difficult.

\[
\gamma = z_0 + \frac{g}{y} + \frac{y}{x} \theta_2 + \ldots + x_3 \theta_3 + \ldots + x_n \theta_n + \sum_{i=1}^{s} y_i m_i \tag{3}
\]

In Devarajan, Swaroop and Zou (1996), the regression models are specified as in equation (2). The authors include the shares of education, health, transportation and communication, and defence in total public expenditure in their regression models. However, they do not explain what type of public expenditure they exclude from the regression models, and, hence, it is actually not possible to interpret the full meaning of the coefficients in their paper.

In this paper, the estimated equation is defined according to equation (1) for robust analyses. Thus, the estimated model in this paper is specified as in equations (4) and (5):

\[
\gamma_{i0} = z_{i0} + \frac{g}{y} + x_2 \theta_1 + z_{i1} k + z_{i2} \eta + \sum_{i=3}^{s} z_{i3} T_j + u_{i0} \tag{4}
\]

where

\[
\begin{bmatrix}
\gamma_{00} \\
\gamma_{10} \\
\gamma_{20} \\
\gamma_{30} \\
\gamma_{40} \\
\gamma_{50}
\end{bmatrix} = \begin{bmatrix}
x_{00}x_{01}x_{02}x_{03}x_{04}x_{05} \\
x_{10}x_{11}x_{12}x_{13}x_{14}x_{15} \\
x_{20}x_{21}x_{22}x_{23}x_{24}x_{25} \\
x_{30}x_{31}x_{32}x_{33}x_{34}x_{35} \\
x_{40}x_{41}x_{42}x_{43}x_{44}x_{45} \\
x_{50}x_{51}x_{52}x_{53}x_{54}x_{55}
\end{bmatrix} \begin{bmatrix}
x_0 \\
x_1 \\
x_2 \\
x_3 \\
x_4 \\
x_5
\end{bmatrix} \begin{bmatrix}
\theta_{en} \\
\theta_{t+c} \\
\theta_{ed} \\
\theta_{hc} \\
\theta_{c+e}
\end{bmatrix} + \begin{bmatrix}
z_{00} \ldots z_{0s} \\
z_{10} \ldots z_{1s} \\
z_{20} \ldots z_{2s} \\
z_{30} \ldots z_{3s} \\
z_{40} \ldots z_{4s} \\
z_{50} \ldots z_{5s}
\end{bmatrix} \begin{bmatrix}
1 \\
k/y \\
\eta \\
T_0 \\
T_1 \\
T_s
\end{bmatrix} + \begin{bmatrix}
u_{00} \\
u_{10} \\
u_{20} \\
u_{30} \\
u_{40} \\
u_{50}
\end{bmatrix} \tag{5}
\]

This paper applies the model in Devarajan, Swaroop and Zou (1996) to public investment data. Thus, in the matrix expression in equation (5), \( \theta_{en} \) represents the share of energy infrastructure, \( \theta_{t+c} \) transportation and communication, \( \theta_{ed} \) education, \( \theta_{hc} \) health, \( \theta_{c+e} \) city infrastructure and security, in total public investment.
The other variables in the regression model in this paper are: \( \frac{g}{y} \), the share of total public investment in GDP, to control for the change in the sum of all components of public investment; \( \frac{k}{y} \), the share of private capital in GDP in the manufacturing sector, to control for private sector investment; \( \eta \), population growth rate, to control for the change in the population size in the provinces; and \( T_j \), a dummy variable for each year in the dataset, to control for the cross-sectional fixed-effects. \( \gamma \) is the dependent variable, which is the five-year forward-moving geometric average of per-worker real GDP growth rate. \( z_{i0} \) is the constant term and \( u_{i0} \) is the error term.

5 DATA AND METHOD
5.1 DATA SOURCE
The range of the dataset in this paper is limited by the available data for GDP per province. Although data for public investment are provided for provinces up to 2017, GDP series are available for provinces only for the years 1975-2001. The data for GDP were not reported for provinces for the years before 1975 and after 2001.

Public investment data used in this paper are taken from the State Planning Organisation (now, a section of the Ministry of Development) and reflect the amount of public capital expenditure financed by the central government budget. Data used in this paper exclude types of public investment that are made to multiple provinces, as they are not reported in a way that allows one to determine the proportion of public investment received by each province. The State Planning Organisation groups these types of public investment under the title “various provinces”.

The State Planning Organisation disaggregates public investment functionally as energy infrastructure (e.g. energy plants and electricity grids), transportation and communication (e.g. roads, railways, airports, postal service, telephone grids), education (e.g. schools, universities and student dormitories), health (e.g. health centres and hospitals), and city infrastructure and security services (e.g. piped water networks, sewage systems and security stations). Data are deflated for the base year 1987 using public investment deflators provided by the DPT (2001).

Data for GDP, for the years between 1987 and 2001, are provided by the Turkish Statistical Institute. For the years between 1975 and 1986, they are available in Karaca (2004). Both periods of GDP data are provided as deflated series for the base year 1987. Note that Karaca (2004) obtains GDP data for the provinces for the years between 1979 and 1986 from Özötün (1988), and, for the years between 1975 and 1978, from Özötün (1980), the latter of which is published by the State Statistical Institute (which later became the Turkish Statistical Institute). Karaca, given that the series before and after 1986 are calculated differently, adjusts the data for the years between 1975 and 1986. He does this by assuming that, for any given calculation method with fixed prices, the output shares of provinces should be the same. Thus, he derives the output shares of the provinces from Özötün (1988) and (1980), and multiplies them by the national GDP reported by the State Statistical Institute for the years between 1975 and 1986.
Nevertheless, the consistency of the series provided by Karaca (2004), for the years between 1975 and 1986, and the Turkish Statistical Institute, for the years between 1987 and 2001, are checked, firstly, by calculating GDP growth rate for Turkey for the years between 1975 and 2001. Then, they are plotted against data for Turkey’s GDP growth rate obtained from the World Bank (2017) for the years between 1975 and 2001. The annual growth rates calculated from data series used in this paper do not differ from those provided by the World Bank, which is an indication that the GDP series taken from Karaca (2004) and the Turkish Statistical Institute are consistent.

Data for private capital include gross investments in fixed capital in the manufacturing sector. The data are collected by annual manufacturing sector surveys carried out by the Turkish Statistical Institute. This indicator is included in the regression to capture the impact of private capital on economic growth. As it measures private investment only in the manufacturing sector, it also reflects the level of industrialisation in the provinces. Data for private capital are deflated for the year 1987 using the deflator series for the manufacturing sector in DPT (2001).

The population growth rate is included in the regressions because it is one of the determinants of the size of the workforce, which has an effect on the denominator of GDP per worker. The population growth rate is calculated using the census statistics. Census statistics were collected in 1975, 1980, 1985, 1990 and 2000 by the Turkish Statistical Institute. The population growth rate reflects the annual growth in the number of people between census years. It is computed by the formula, \( \sqrt{\frac{N_{t+h}}{N_t}} - 1 \), in which \( N_t \) is the size of population in census year \( t \) and \( N_{t+h} \) is the size of population in census year \( t+h \). For example, for 1978, the population growth rate equals \( \sqrt{\frac{N_{1978}}{N_{1975}}} - 1 \), while for 1998, the population growth rate is \( \sqrt[10]{\frac{N_{2000}}{N_{1999}}} - 1 \).

It must be noted that the data for the population growth rate are problematic by construction as they remain fixed between census years. Nevertheless, the variable is retained in the regressions for two reasons: firstly, the population growth rate is a key demographic indicator, the exclusion of which could lead to omitted variable bias. Secondly, the Hausman test for model specification in the post-estimation diagnostics suggests using the random-effects and the pooled OLS techniques, both of which render the population growth rate a useful indicator as it changes considerably from province to province due to domestic migration, despite its shortcomings in terms of reflecting the change in population within panels.

In this paper, the economic growth rate is calculated using data for real GDP per worker. For the denominator, the data for the number of workers are also taken
from census data collected in 1975, 1980, 1985, 1990 and 2000. The number of workers for in-between census years is calculated by assuming the size of the workforce would increase at a fixed annual growth rate. Thus, the number of workers for year \( t + 1 \) is obtained using the formula, \( L_{t+1} = L_t \sqrt[n]{\frac{L_{t+j}}{L_t}} \), (1 < \( j \)), in which \( L_t \) is the number of workers in census year \( t \), and \( L_{t+j} \) is the number of workers in census year \( t+j \). The intervals in census data and the computation of the size of the workforce impose disadvantages on the denominator of GDP per worker similar to those discussed in relation to the population growth rate.

In the empirical analysis, public investment in year \( t \) is expected to impact the growth rates between years \( t + 1 \) and \( t + 5 \). Thus, the dependent variable is defined as the five-year forward-moving geometric average of per-worker real GDP growth rate using the formula, \( \left( \frac{\text{GDP per worker}_{t+5}}{\text{GDP per worker}_t} - 1 \right) \). The reason for using the five-year forward-moving geometric average of per-worker real GDP growth rate is discussed in more detail in the next section.

5.2 ECONOMETRIC METHOD

For the econometric analysis of the relationship between the composition of public investment and economic growth, this paper benefits from the empirical practices applied in the research regarding the link between public expenditure and economic growth. One of the major problems in estimating the effect of public expenditure on economic growth is reverse causality, which implies that public expenditure might be endogenous as an explanatory variable in regressions. Reverse causality arises due to the difficulty of identifying whether economic growth is a consequence of a change in public expenditure or is the cause of that change in public expenditure. In a case in which the model is static, the effect of public expenditure on economic growth rate might be a result of an increase or a decrease in output rather than a factor that explains the change in it. That is, it might be the case that, as higher economic growth is achieved, a government will spend more. The other possibility is that, as a public policy, the government, in order to promote growth, might spend more in some sectors, and the effect of this spending might not be observed if the income per capita and the relevant spending are contemporaneous. These are issues that might affect the robustness of results in this paper too.

The econometric problem is that if public expenditure were endogenous to the system, ordinary least squares (OLS) estimates would be biased and inconsistent, because the assumption that the error term and explanatory variables are uncorrelated would be violated. In the literature, there are two common methods to address the problem of simultaneous endogeneity of public expenditure. Some researchers (Bose, Haque and Osborn, 2007; Chamorro-Narvaez, 2012; Ghosh and Gregoriou, 2008) prefer to apply dynamic panel data estimation techniques that are derived from the generalised method of moments (GMM), which allows them to use the lagged values of dependent or explanatory variables as instruments.
Others (Devarajan, Swaroop and Zou, 1996; Haque, 2004; Odedokun, 2001) specify the dependent variable as the five-year forward-moving average of per-capita GDP growth rate to address the possibility of reverse causality. Both of these approaches are applicable in the empirical analysis of the relationship between public investment and economic growth.

The advantage of the GMM is that it is a technique developed specifically for the problem of endogeneity. The method introduced by Arellano and Bond (1991) has small sample bias; in other words, the technique requires the time dimension of the dataset to be sufficiently large. Later, this weakness was addressed by Arellano and Bover (1995), and Blundell and Bond (1998), and the system GMM estimator was proposed. However, these techniques require error terms to be uncorrelated between panels (Stata, 2017a; 2017b). Because this paper uses a dataset that consists of provinces and, as the workforce and capital are more fluid between provinces than between countries, the error terms are likely to be correlated between provinces, which violates this assumption.

Thus, in this paper, to address endogenous simultaneity, the second approach is preferred. It requires calculating the dependent variable as the $n$-year forward-moving average of the growth rate. This introduces serial correlation to standard errors within panels which can be corrected using relevant statistical methods. The problem of reverse causality is addressed by avoiding using the contemporaneous values of public expenditure and economic growth rate in the regression. While, as the explanatory variable, the value of public expenditure in year $t$ is used, as the dependent variable, the growth rate in year $t + 1$ is taken into consideration. To account for the impact of public expenditure on future growth rates, the dependent variable is calculated as the $n$-year forward-moving average of the growth rate, which is the average of the growth rates between $t + 1$ and $t + n$. This paper adopts this approach for public investment.

Following the empirical literature (Devarajan, Swaroop and Zou, 1996; Haque, 2004; Odedokun, 2001), this paper uses the five-year forward-moving average of the growth rate as the dependent variable. However, this paper differs from the cited papers in two aspects. Instead of computing the dependent variable as the

---

5 The post-estimation diagnostics show the presence of serial correlation in residuals both within and between panels.

6 Deverajan, Swaroop and Zou (1996), and Haque (2004) correct the standard errors using the methodology in Hansen and Hodrick (1980). This paper uses the built-in commands in the statistical software (Stata) used for the empirical analysis of the data. For panel data, the command “xtreg” offers the “robust” option which corrects the standard errors to heteroscedasticity and serial correlation, while the command “xtscc” allows for correcting the standard errors to heteroscedasticity and serial correlation between panels, and within panels up to a specific number of lags. In this paper, the standard errors obtained from the “xtscc” command are corrected for serial correlation within panels up to five lags, as the five-year forward-moving geometric average of per-worker real GDP growth rate introduces correlation to error terms between years $t$ and $t + 5$ (Devarajan, Swaroop and Zou, 1996). Note that, while the command “xtreg” offers the random-effects and fixed-effects techniques, the command “xtscc” offers pooled OLS and fixed-effects techniques as econometric methods. In accordance with the results of the Hausman test for model specification in the post-estimation diagnostics, table 3 uses the random-effects technique, while table 4 uses the pooled OLS technique.
arithmetic average, this study computes it as the geometric average of the economic growth rate. This is because the geometric average is more reliable than the arithmetic average, as the growth rate is a variable that fluctuates considerably. Secondly, this paper prefers using data for real GDP per worker instead of real GDP per capita, to account for the changes in the size of the workforce in output production.

In this paper, the results obtained from the random-effects and pooled OLS techniques are reported. In panel data analysis, there are two main causes of concern: spatial and temporal dependence. If these lead to dependence between error terms, the inferential statistics become biased. If they are common factors that are correlated with the explanatory variables, their omission leads to biased coefficients. To address temporal dependence, the within-estimator that subtracts the individual effects that are fixed over time is used, while, to address spatial dependence, the between-effects estimator that eliminates the individual effects that are constant across the cross-sections (space) is required. The random-effects estimator is the equally weighted average of the within and between estimators. It allows for spatial dependence between error terms but assumes that it is not a common factor that is correlated with the explanatory variables. Meanwhile, the pooled OLS estimator assumes the observations are independent.

To choose between the econometric techniques, two diagnostic tests are commonly used as indicators. To check whether spatial or temporal dependence is a common factor that is correlated with the explanatory variables, the Hausman test for model specification is applied. To control for the spatial dependence between error terms, the Breusch and Pagan Lagrangian multiplier test is used. In this paper, the post-estimation diagnostics show that the Hausman test for model specification fails to reject the null hypothesis that there is not a systematic difference between the coefficients produced by the fixed-effects and random-effects techniques, or the fixed-effects and pooled OLS techniques. This also means that the between-effects and fixed-effects estimators are equivalent, in other words, the results would not differ between the spatial and temporal panel data techniques. In the lack of spatial and temporal dependence, the random-effects and pooled OLS techniques are considered more efficient. Thus, in this paper, these techniques are preferred over the fixed-effects (or the between-effects) technique.

Breusch and Pagan Lagrangian multiplier test indicates spatial dependence in error terms, which leads to serial correlation in residuals between panels and, thus, biased inferential statistics. This requires choosing the random-effects estimator over the pooled OLS estimator because the former is derived from the generalised least squares technique which allows for spatial dependence in error terms. How-

---

7 Robustness of the results to alternative specification of the dependent variable is discussed in the end of the results section.
8 This, indeed, appears to be the case, as the results remain similar if one uses the between-effects estimator provided by the statistical software Stata.
ever, this problem can also be addressed by using a correction technique for standard errors that clusters the observations. Therefore, for the results obtained from the pooled OLS technique, standard errors robust to heteroscedasticity, and serial correlation within panels (temporal autocorrelation) and between panels (spatial autocorrelation) are reported, while, for the results estimated by the random-effects technique, standard errors robust to heteroscedasticity and serial correlation within panels are presented.

As a final note, it must be added that, although the Hausman test for model specification provides evidence regarding the robustness of the coefficients, and despite correcting the standard errors to address the presence of cross-sectional autocorrelation in residuals as indicated by the Breusch and Pagan Lagrangian multiplier test, spatial dependence remains an issue that can affect the robustness of the results in this paper.

6 RESULTS AND DISCUSSIONS

6.1 DESCRIPTIVE STATISTICS

Summary statistics are provided in table 1. The number of observations (N) in the sample is 1407. The sample is divided into 67 panels (n) that contain 22 years (T). The number of observations in the original dataset for public investment indicators is 1809. The dataset consists of 67 panels (n) and 27 (T) years. However, the size of the dataset reduces when the dependent variable is calculated as the five-year forward-moving geometric average of per-worker real GDP growth rate. This is because real GDP per worker is available only for the years between 1975 and 2001. Thus, calculating the value of the dependent variable for 1997, 1998, 1999, 2000 and 2001 is not possible, as this requires the values of real GDP per worker for 2002 and onwards. Nevertheless, the length of the dataset is considered to be the years between 1975 and 2001, as the five-year forward-moving geometric average of per-worker real GDP growth rate, even if indirectly, reflects the changes in output per worker between these years.

Turkey experienced many economic crises between the years 1975 and 2001; thus, on average, the five-year forward-moving geometric average of per-worker real GDP growth rate is low (1.8%) for a developing country. For the same reason, the size of the standard deviation of the dependent variable within panels is rather high. The value of an observation deviates from the sample mean by 3.2%, which is nearly twice as high as the sample mean. The size of the standard deviation between panels indicates that the five-year forward-moving geometric average of per-worker real GDP growth rate varies significantly across the provinces as well. This is due to the disparity in the level of economic development across the provinces in Turkey.

The minimum and maximum values of the dependent variable across observations, between panels and within panels, provide examples of extreme cases. The highest value of the five-year forward-moving geometric average of per-worker
real GDP growth rate is observed in Adiyaman in 1986, which is 17.8%. The minimum value of the dependent variable across observations is -9.1%, which is observed in Mus in 1982. This is likely to be related to the economic crisis between 1978 and 1981, which may have affected the growth rates reported in Mus in the following years.

Average shares of the components of public investment for the estimated sample can be ordered by magnitude of the values from highest to lowest as city infrastructure and security services (30.0%), energy infrastructure (26.7%), education (21.6%), transportation and communication (14.8%), and health (6.9%). Overall minimum values show that the shares of transportation and communication, education and health in total public investment are zero. This is because some provinces do not receive public investment in some sectors. Similarly, overall maximum values of the shares in total public investment are over 90%. This is because some provinces in the sample receive public investment only in one sector, such as in energy, or transportation and communication. The values of the overall standard deviations of the components of public investment are very high with respect to the mean of the variables. This indicates high variation in public investment across regions and time.

The summary statistics for the share of total public investment in GDP are in accordance with the summary statistics for the components of public investment. The share of total public investment in GDP is 3.7% on average. The maximum value for the overall observations is 87.3%. This is due to provinces (such as Bingol, Kahramanmaras and Sanliurfa) that are underdeveloped. Their economies are so minuscule that the level of their GDP is hardly above the value of the public investment they receive.

The average of the population growth rate in the dataset is 1.6%. The statistics show that the value of population growth rate is negative for some provinces, and it can be as low as -3.5%. This is a result of domestic migration, which leads to negative population growth rates for the provinces from which people emigrate. Migration also makes the rate of population growth considerably higher in those provinces that receive domestic migrants. The maximum value of the overall sample is 10.1%. The minimum value of the panel means shows that some provinces consistently had a negative population growth rate in the sample.

Summary statistics show that the average share of private capital in GDP for Turkey in the estimated sample is 1.3%. The values of standard deviation show that it varies both between and within provinces by 1.9%. This is further evidence for disparity in the level of development across provinces. Its value is negative for some provinces (Diyarbakır, Isparta, Niğde and Sinop) for the years that coincide with the economic crises the country experienced (such as between 1984 and

---

脚注: The dataset has been examined for errors in data entry and the calculation of the dependent variable but neither of these appears to be the case.
The pairwise correlation matrix for the variables can be found in Table 2. Overall statistics show that the values of correlation coefficients are below 20%. However, the public investment indicators appear to be correlated with each other. It should be added that they are included in the regressions separately; thus, multicollinearity is unlikely to be an issue in the results. Nevertheless, the values of the correlation coefficients between the share of total public investment in GDP and the shares of energy infrastructure, education, and city infrastructure and security in total public investment are over 30%, which is a factor that reduces the reliability of the results. Considering this, in the next section, the values of the variance inflation factors are also reported to establish the robustness of the results to collinearity between the variables.

### Table 2

Descriptive statistics

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>Std. dev.</th>
<th>Min.</th>
<th>Max.</th>
<th>Obs.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\gamma$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>overall</td>
<td>0.18</td>
<td>0.032</td>
<td>-0.009</td>
<td>0.178</td>
<td>N=1474</td>
</tr>
<tr>
<td>between</td>
<td>0.12</td>
<td>0.019</td>
<td></td>
<td>0.049</td>
<td>n=67</td>
</tr>
<tr>
<td>within</td>
<td>0.030</td>
<td>0.016</td>
<td>-0.080</td>
<td>0.161</td>
<td>T=22</td>
</tr>
<tr>
<td>$\theta_{te}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>overall</td>
<td>0.148</td>
<td>0.161</td>
<td>0.000</td>
<td>0.929</td>
<td>N=1474</td>
</tr>
<tr>
<td>between</td>
<td>0.086</td>
<td>0.022</td>
<td></td>
<td>0.427</td>
<td>n=67</td>
</tr>
<tr>
<td>within</td>
<td>0.137</td>
<td>-0.183</td>
<td>0.874</td>
<td></td>
<td>T=22</td>
</tr>
<tr>
<td>$\theta_{en}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>overall</td>
<td>0.267</td>
<td>0.278</td>
<td>0.000</td>
<td>0.987</td>
<td>N=1474</td>
</tr>
<tr>
<td>between</td>
<td>0.200</td>
<td>0.044</td>
<td></td>
<td>0.830</td>
<td>n=67</td>
</tr>
<tr>
<td>within</td>
<td>0.195</td>
<td>-0.563</td>
<td>1.005</td>
<td></td>
<td>T=22</td>
</tr>
<tr>
<td>$\theta_{ed}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>overall</td>
<td>0.216</td>
<td>0.144</td>
<td>0.000</td>
<td>0.887</td>
<td>N=1474</td>
</tr>
<tr>
<td>between</td>
<td>0.078</td>
<td>0.023</td>
<td></td>
<td>0.357</td>
<td>n=67</td>
</tr>
<tr>
<td>within</td>
<td>0.122</td>
<td>-0.077</td>
<td>0.790</td>
<td></td>
<td>T=22</td>
</tr>
<tr>
<td>$\theta_{ess}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>overall</td>
<td>0.300</td>
<td>0.184</td>
<td>0.004</td>
<td>0.915</td>
<td>N=1474</td>
</tr>
<tr>
<td>between</td>
<td>0.109</td>
<td>0.068</td>
<td></td>
<td>0.511</td>
<td>n=67</td>
</tr>
<tr>
<td>within</td>
<td>0.148</td>
<td>-0.139</td>
<td>1.072</td>
<td></td>
<td>T=22</td>
</tr>
<tr>
<td>$\theta_{he}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>overall</td>
<td>0.069</td>
<td>0.085</td>
<td>0.000</td>
<td>0.891</td>
<td>N=1474</td>
</tr>
<tr>
<td>between</td>
<td>0.044</td>
<td>0.011</td>
<td></td>
<td>0.259</td>
<td>n=67</td>
</tr>
<tr>
<td>within</td>
<td>0.073</td>
<td>-0.147</td>
<td>0.867</td>
<td></td>
<td>T=22</td>
</tr>
<tr>
<td>$g/y$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>overall</td>
<td>0.037</td>
<td>0.063</td>
<td>0.002</td>
<td>0.873</td>
<td>N=1474</td>
</tr>
<tr>
<td>between</td>
<td>0.040</td>
<td>0.009</td>
<td></td>
<td>0.204</td>
<td>n=67</td>
</tr>
<tr>
<td>within</td>
<td>0.048</td>
<td>-0.159</td>
<td>0.735</td>
<td></td>
<td>T=22</td>
</tr>
<tr>
<td>$\eta$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>overall</td>
<td>0.016</td>
<td>0.015</td>
<td>-0.035</td>
<td>0.101</td>
<td>N=1474</td>
</tr>
<tr>
<td>between</td>
<td>0.012</td>
<td>-0.019</td>
<td></td>
<td>0.046</td>
<td>n=67</td>
</tr>
<tr>
<td>within</td>
<td>0.008</td>
<td>-0.026</td>
<td></td>
<td>0.071</td>
<td>T=22</td>
</tr>
<tr>
<td>$k/y$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>overall</td>
<td>0.013</td>
<td>0.027</td>
<td>-0.005</td>
<td>0.377</td>
<td>N=1474</td>
</tr>
<tr>
<td>between</td>
<td>0.019</td>
<td>0.000</td>
<td></td>
<td>0.092</td>
<td>n=67</td>
</tr>
<tr>
<td>within</td>
<td>0.019</td>
<td>-0.078</td>
<td>0.371</td>
<td></td>
<td>T=22</td>
</tr>
</tbody>
</table>

† The summary statistics are expressed in decimal numbers. Thus, “0.018” should be read as “1.8%”.

† Obs.: The number of observations; N: the number of observations in the sample; n: the number of panels (provinces) in the sample; T: the number of time periods (years) in the sample.
Table 2

Pairwise correlation matrix for the variables

<table>
<thead>
<tr>
<th></th>
<th>γ</th>
<th>θ_{en}</th>
<th>θ_{tke}</th>
<th>θ_{ed}</th>
<th>θ_{he}</th>
<th>θ_{c&amp;S}</th>
<th>g/y</th>
<th>η</th>
<th>k/y</th>
</tr>
</thead>
<tbody>
<tr>
<td>γ</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>θ_{en}</td>
<td>0.118</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>θ_{tke}</td>
<td>-0.206</td>
<td>-0.381</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>θ_{ed}</td>
<td>-0.099</td>
<td>-0.584</td>
<td>-0.061</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>θ_{he}</td>
<td>0.014</td>
<td>-0.291</td>
<td>-0.093</td>
<td>0.108</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>θ_{c&amp;S}</td>
<td>0.073</td>
<td>-0.585</td>
<td>-0.209</td>
<td>0.103</td>
<td>-0.028</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>g/y</td>
<td>0.086</td>
<td>0.510</td>
<td>-0.094</td>
<td>-0.310</td>
<td>-0.170</td>
<td>-0.367</td>
<td>1.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>η</td>
<td>-0.024</td>
<td>0.095</td>
<td>-0.009</td>
<td>-0.149</td>
<td>-0.020</td>
<td>-0.010</td>
<td>0.061</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td>k/y</td>
<td>0.116</td>
<td>-0.077</td>
<td>-0.004</td>
<td>-0.006</td>
<td>0.022</td>
<td>0.115</td>
<td>-0.149</td>
<td>0.166</td>
<td>1.000</td>
</tr>
</tbody>
</table>

6.2 REGRESSION ANALYSIS

The results are reported in tables 3 and 4. In table 3, the results are obtained from the random-effects technique with standard errors robust to heteroscedasticity and serial correlation within panels. In table 4, the results obtained from the pooled OLS with standard errors robust to heteroscedasticity, serial correlation within and between panels are reported.

The results in table 3, firstly show that the coefficients of the shares of energy infrastructure, health, education, and city infrastructure and security services in total public investment are not statistically significant. It appears that the coefficient of the share of transportation and communication in total public investment is negative and statistically significant in the third column. The share of total public investment in GDP has a positive and statistically significant coefficient in all columns. The coefficient of the population growth rate is not statistically significant in any of the regressions. The share of private capital (in the manufacturing sector) in GDP has a positive and statistically significant coefficient in the overall results. In table 4, the results remain similar to those in table 3, except for the coefficient of the share of energy infrastructure in total public investment, which becomes statistically significant with a positive sign.

In tables 3 and 4, Wald $\chi^2$ and F statistics indicate the coefficients of the variables in the regressions are jointly statistically significant. The values of $R^2$ show that the variables explain 17 to 18% of the change in the dependent variable. The average values of the variance inflation factors (mean VIF) for the regressions in tables 3 and 4 provide evidence that the results are robust to multicollinearity.

Overall results suggest that, if the share of total public investment in GDP and other factors are held constant, shifting the public investment from transportation and communication to other sectors contributes positively to the five-year forward-moving geometric average of per-worker real GDP growth rate. Shifting 1% of the public investment from transportation and communication to other sectors is associated with an increase that is between 0.016% and 0.019% in the depend-
ent variable. Devarajan, Swaroop and Zou’s (1996) model above indicates that public policy overinvested in transportation and communication services in the years between 1975 and 2001. The results in table 4 appear to indicate that, among public investment in education, health, city infrastructure and security, and energy infrastructure, it is the latter in which there has been underinvestment.

It must be noted that, given the economic model discussed in the previous section, the results do not provide information as to whether a particular type of public investment is more or less productive than another. They simply indicate the allocation of public investment between transportation and communication, energy infrastructure, education, health, and city infrastructure and security is not optimum. Although investment in transportation and communication might be productive per se, results indicate that other public investment layouts would yield higher output for a unit increase in the amount of resources.

According to Devarajan, Swaroop and Zou’s (1996) model, the government does not need to increase the level of overall public investment to increase the growth rate. Public policy can achieve a higher growth rate simply by shifting resources from transportation and communication layout to other types of public investment. The results in table 4 imply that, ideally, this should be public energy infrastructure.

The results also indicate that the level of public investment is positively related to the five-year forward-moving geometric average of per-worker real GDP growth rate. For a given public investment composition, increasing the share of total public investment in GDP is associated with higher values of the dependent variable. Findings regarding the coefficient of the level of public investment are consistent with the implication of the economic model presented in this paper. The Devarajan, Swaroop and Zou (1996) model suggests that, even though the coefficient of the share of transportation and communication in total public investment is negative, this does not mean that investment in this layout is unproductive per se. The positive coefficient of the level of public investment supports this point and suggests that, even though the resources are misallocated among the public investment layouts, if there were no budget constraints, increasing their amount would have a positive growth effect.

Statistical evidence in this paper indicates that returns to public capital are slightly lower than the returns to private capital. While a 1% increase in the share of total public investment in GDP is associated with a 0.05 to 0.09% increase in the five-year forward-moving geometric average of per-worker real GDP growth rate, a 1% increase in the share of private capital in GDP in the manufacturing sector is related to a 0.10 to 0.16% increase in the dependent variable. The results are in agreement with Khan and Kumar (1997), who find that the rate of return for public capital is 0.29%, while the rate of return to private investment is 0.4% for the years 1970-1990 for a cross-section of developing countries. Their results also indicate that the productivity of private capital is higher than that of public capital.
The population growth rate does not appear to be related to the five-year forward-moving geometric average of per-worker real GDP growth rate. Becker, Glaeser and Murphy (1999) show that, although the effect of population becomes negative as land and other natural resources have diminishing returns, it can also be a source of growth through its positive impact on human capital. The results appear to imply that the negative and positive effects of population movements between provinces cancel each other out.

It should be added that the statistical significance of the coefficient of the share of transportation and communication in total public investment in table 4 is robust to alternative specification of the dependent variable, such as the ten-year or the fifteen-year forward-moving geometric average of per-worker real GDP growth rate. This is the case if the dependent variable is calculated as the five-year forward-moving arithmetic average of per-capita or per-worker real GDP growth rate, or geometric average of per-capita real GDP growth rate. The statistical significance of the share of transportation and communication in total public investment in table 3, although robust to using wider time spans in computation of the dependent variable, is sensitive to the specification of the dependent variable in per capita terms or calculating it as an arithmetic average10.

For the five-year forward-moving geometric average of per-worker real GDP growth rate, the coefficient of the share of transportation and communication in total public investment in tables 3 and 4 becomes statistically insignificant when the fixed-effects technique is used. However, for wider time spans of the dependent variable, its coefficient becomes statistically significant according to the fixed-effects technique too.

The statistical significance of the share of total public investment in GDP in tables 3 and 4 is robust to both alternative specifications of the dependent variable and using the fixed-effects as the econometric technique. However, the statistical significance of the coefficient of the share of private capital in GDP depends on the computation of the dependent variable and the chosen econometric technique. This appears to be the case for the population growth rate too, which becomes statistically significant for the ten-year or the fifteen-year forward-moving geometric average of per-worker real GDP growth rate11.

10 Between tables 3 and 4, the statistical significance of the coefficient of the share of energy infrastructure in total public investment is sensitive to the treatment of residuals for heteroscedasticity, and serial correlation between and within panels. For this reason, the robustness analysis regarding alternative specifications of the dependent variable focuses on the share of transportation and communication in total public investment, which is the only public investment component that has a statistically significant coefficient in both tables 3 and 4.

11 All the results are available on request.
Table 3
Composition of public investment and economic growth: random-effects technique-standard errors corrected for heteroscedasticity and serial correlation

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\theta_{\text{en}}$</td>
<td>0.004</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.006)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\theta_{\text{t hc}}$</td>
<td></td>
<td>-0.016†</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.007)*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\theta_{\text{cl}}$</td>
<td></td>
<td></td>
<td>-0.004</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.010)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\theta_{\text{he}}$</td>
<td></td>
<td></td>
<td></td>
<td>0.011</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.016)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\theta_{\text{c&amp;c}}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.006</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.008)</td>
<td></td>
</tr>
<tr>
<td>$g/y$</td>
<td>0.089</td>
<td>0.080</td>
<td>0.084</td>
<td>0.085</td>
<td>0.091</td>
<td>0.092</td>
</tr>
<tr>
<td></td>
<td>(0.016)**</td>
<td>(0.020)**</td>
<td>(0.016)**</td>
<td>(0.017)**</td>
<td>(0.017)**</td>
<td>(0.018)**</td>
</tr>
<tr>
<td>$\eta$</td>
<td>-0.082</td>
<td>-0.083</td>
<td>-0.088</td>
<td>-0.083</td>
<td>-0.085</td>
<td>-0.084</td>
</tr>
<tr>
<td></td>
<td>(0.129)</td>
<td>(0.127)</td>
<td>(0.127)</td>
<td>(0.125)</td>
<td>(0.129)</td>
<td>(0.129)</td>
</tr>
<tr>
<td>$k/y$</td>
<td>0.102</td>
<td>0.105</td>
<td>0.105</td>
<td>0.106</td>
<td>0.103</td>
<td>0.100</td>
</tr>
<tr>
<td></td>
<td>(0.032)**</td>
<td>(0.033)**</td>
<td>(0.032)**</td>
<td>(0.033)**</td>
<td>(0.032)**</td>
<td>(0.032)**</td>
</tr>
<tr>
<td>Year dummies</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$(T_j)^{††}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>0.004</td>
<td>0.004</td>
<td>0.006</td>
<td>0.005</td>
<td>0.003</td>
<td>0.002</td>
</tr>
<tr>
<td></td>
<td>(0.003)</td>
<td>(0.003)</td>
<td>(0.003)</td>
<td>(0.005)</td>
<td>(0.004)</td>
<td>(0.005)</td>
</tr>
<tr>
<td>Observations</td>
<td>1474</td>
<td>1474</td>
<td>1474</td>
<td>1474</td>
<td>1474</td>
<td>1474</td>
</tr>
<tr>
<td>Number of panels</td>
<td>67</td>
<td>67</td>
<td>67</td>
<td>67</td>
<td>67</td>
<td>67</td>
</tr>
<tr>
<td>Wald $\chi^2$</td>
<td>771.65</td>
<td>832.68</td>
<td>829.83</td>
<td>773.86</td>
<td>829.34</td>
<td>797.86</td>
</tr>
<tr>
<td>Prob &gt; Wald $\chi^2$</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.17</td>
<td>0.17</td>
<td>0.18</td>
<td>0.17</td>
<td>0.17</td>
<td>0.17</td>
</tr>
<tr>
<td>Mean VIF$^{†††}$</td>
<td>1.15</td>
<td>1.29</td>
<td>1.24</td>
<td>1.33</td>
<td>1.20</td>
<td>1.40</td>
</tr>
</tbody>
</table>

Standard errors in parentheses, * significant at 5%; ** significant at 1%.
† The coefficients show the effect of a one-unit change in the value of an indicator on the dependent variable. The values of the variables are expressed in decimal numbers in table 1. This means that a unit change in table 3 corresponds to a 100% change in the shares of public investment.
$^{††}$The results for year dummies are not reported in the table for conciseness.
$^{†††}$ VIF: Variance Inflation Factor.
### Table 4
Composition of public investment and economic growth: pooled OLS technique—standard errors corrected for heteroscedasticity, and serial correlation both within and between panels

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\theta_{en}$</td>
<td>0.009†</td>
<td>(0.004)*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\theta_{tke}$</td>
<td>-0.019*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\theta_{ed}$</td>
<td>-0.015</td>
<td>(0.011)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\theta_{he}$</td>
<td>0.013</td>
<td>(0.010)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\theta_{c&amp;s}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.005 (0.006)</td>
</tr>
<tr>
<td>$(g/y)$</td>
<td>0.074 (0.008)**</td>
<td>0.054 (0.008)**</td>
<td>0.068 (0.007)**</td>
<td>0.064 (0.007)**</td>
<td>0.077 (0.009)**</td>
<td>0.079 (0.013)**</td>
</tr>
<tr>
<td>$\eta$</td>
<td>-0.091 (0.098)</td>
<td>-0.093 (0.097)</td>
<td>-0.095 (0.101)</td>
<td>-0.104 (0.101)</td>
<td>-0.091 (0.099)</td>
<td>-0.095 (0.101)</td>
</tr>
<tr>
<td>$(k/y)$</td>
<td>0.167 (0.060)**</td>
<td>0.165 (0.057)**</td>
<td>0.166 (0.055)**</td>
<td>0.163 (0.057)**</td>
<td>0.168 (0.059)**</td>
<td>0.166 (0.060)**</td>
</tr>
<tr>
<td>Year dummies $(T)$$^{††}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>0.003 (0.002)</td>
<td>0.003 (0.002)</td>
<td>0.006 (0.002)**</td>
<td>0.009 (0.003)**</td>
<td>0.002 (0.002)</td>
<td>0.001 (0.004)</td>
</tr>
<tr>
<td>Observations</td>
<td>1474</td>
<td>1474</td>
<td>1474</td>
<td>1474</td>
<td>1474</td>
<td>1474</td>
</tr>
<tr>
<td>Number of panels</td>
<td>67</td>
<td>67</td>
<td>67</td>
<td>67</td>
<td>67</td>
<td>67</td>
</tr>
<tr>
<td>F</td>
<td>35.98</td>
<td>26.60</td>
<td>41.45</td>
<td>30.92</td>
<td>32.05</td>
<td>55.26</td>
</tr>
<tr>
<td>Prob &gt; F</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.17</td>
<td>0.18</td>
<td>0.18</td>
<td>0.18</td>
<td>0.17</td>
<td>0.17</td>
</tr>
<tr>
<td>Mean VIF$^{†††}$</td>
<td>1.15</td>
<td>1.29</td>
<td>1.24</td>
<td>1.33</td>
<td>1.20</td>
<td>1.40</td>
</tr>
</tbody>
</table>

Standard errors in parentheses, * significant at 5%; ** significant at 1%.

† The coefficients show the effect of a one-unit change in the value of an indicator on the dependent variable. The values of the variables are expressed in decimal numbers in table 1. This means that a unit change in table 4 corresponds to a 100% change in the shares of public investment.

†† The results for year dummies are not reported in the table for conciseness.

††† VIF: Variance Inflation Factor.
7 CONCLUSION AND LIMITATIONS

In this paper, the relationship between the composition of public investment and economic growth has been analysed. According to the model used in the paper, results indicate that, for the years between 1975 and 2001, public policy led to an overinvestment in transportation and communication services. As the GDP data for the provinces after 2001 are not reported by the Turkish Statistical Institute, it is not possible to draw a policy implication regarding the country’s more current economic climate. Results in this paper only indicate that the misallocation of public resources is likely to have led to sub-optimum growth rates between 1975 and 2001. Nevertheless, this paper provides an approach to the assessment of public policy that could be applied to data for the years after 2001 if the GDP series for the provinces were made available by the Turkish Statistical Institute.

Devarajan, Swaroop and Zou (1996) provide a useful analytical tool that helps to identify whether the distribution of public resources between infrastructure, education and health is optimum. The strength of their model is the lack of restrictions regarding the productivity of public investment layouts. However, this is also the model’s weakness, as it does not provide any insight into the reasons for the misallocation of resources. Thus, the model does not explain why it is the transportation and communication services that are overinvested in. Is it because investment in this sector is less productive in general or because the amount of spending in this layout too high? It is not possible to answer these questions using the economic model presented in this paper.

The second limitation of this paper is the assumption that there is no reverse causality between the dependent variable and public investment indicators. To reduce the possibility of the endogeneity of the public policy in determining the amount of public investment, the dependent variable is calculated as the five-year forward-moving geometric average of per-worker real GDP growth rate. Nevertheless, public policy might be impacted by the expected future growth rates, which would lead to biased results.
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