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Abstract

In this paper, we discuss aggregate measures of marginal costs of public funds (MCF) in populations that are heterogeneous with respect to observed as well as unobserved characteristics. We first discuss how to compute MCF in selected examples of traditional (textbook) labour supply models. Next, we review two types of discrete labour supply models proposed in the literature. Subsequently, we discuss how to calculate aggregate measures of MCF for discrete labour supply models. Finally, we apply an estimated two-sector discrete labour supply model to compute MCF based on Norwegian data.
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1 INTRODUCTION

Pigou (1947), Harberger (1964), and Browning (1976, 1987) introduced the concept of (compensated) marginal cost of public funds (MCF) as a measure of the cost of a marginal change in public revenue, defined as the reduction in consumers’ surplus relative to the increase in tax revenue. In the case of redistributing the revenue to the consumers as a lump-sum tax, the income effects of the tax change are neutralized, and the marginal cost of public funds relates only to the distortionary effect of the tax change. Subsequently, Mayshar (1990), Kleven and Kreiner (2006), and Jacobs (2018), have discussed how MCF can be obtained. Figari, Gandullia and Lezzi (2018) have discussed and calculated MCF for Italy, and Kleven and Kreiner (2006) have calculated MCF for five European countries (Denmark, France, Germany, Italy, and the UK). See Ballard and Fullerton (1992), Dahlby (2008), and Jacobs (2009) for reviews.

Nowadays, MCF is widely used in cost-benefit analysis. A well-known example where MCF is useful is in assessment of the toll price to finance a new road or bridge. It is important to stress that MCF is the marginal cost of taxation, given the existing tax system. It is not a tool adequate for evaluating tax reforms.

Most of the previous works on MCF assume that a representative agent represents the behaviour of a population of individuals. However, this assumption is controversial. In fact, a representative agent does not exist unless very strong and unrealistic assumptions are met (Kirman, 1992; 2010). As shown in the critique of Kleven and Kreiner (2006), most works also ignore labour supply responses at the extensive margin.

Jacobs (2018) has proposed and discussed an aggregate measure of MCF based on a labour supply model in which utilities and wages depend on individual skills. In this paper, we propose an analogous aggregate measure of MCF.\(^1\) In principle, one can use any empirical labour supply model to calculate MCF, if it accounts for observed and unobserved heterogeneity in preferences, such as the traditional

\(^1\) Some of the results in this paper were also obtained in Dagsvik, Strom and Locatelli (2019).
textbook model. Unfortunately, the textbook labour supply model is highly stylized. Specifically, it ignores key features of the labour market, namely that workers have preferences over type of jobs and that the set of jobs that are available to a worker is limited. Furthermore, the textbook model ignores that the choice of hours of work is typically constrained, and often limited to full-time or part-time hours.

In recent years, many empirical analyses of labour supply have been based on the discrete choice framework (standard discrete labour supply model), pioneered by van Soest (1995). The standard discrete labour supply model can easily accommodate non-linear and non-convex budget sets, which represents a major difficulty in the traditional model. It is therefore very convenient for use in empirical applications. However, an essential shortcoming of the standard discrete labour supply model is that it is, similarly to the traditional model, unable to deal with the restrictions mentioned above that workers face in the labour market.

A model that accounts for choice restrictions in the labour market is a modification of the standard discrete labour supply model, called the job choice model, proposed by Dagsvik (1994) and Dagsvik et al. (1988). For a review, see Dagsvik et al. (2014). Specifically, the job choice model is an extension of the standard discrete labour supply model that accounts for restrictions on workers’ choice sets of jobs. For example, due to institutional regulations and agreements between labour unions there are typically more jobs that offer full time and part time hours of work than jobs that offer other work schedules.

In the next section, we review briefly how previous measures of MCF have been defined and calculated based on the traditional textbook labour supply model for a representative agent (worker). In section 3, we discuss implementation of aggregate MCF in populations with heterogeneous workers. In section 4, we discuss the calculation of MCF for traditional labour supply models and in section 5 we review the discrete labour supply model and the job choice model, respectively. Section 6 discusses how MCF can be computed based on the standard discrete choice- and the job choice model, while section 7 reports the calculation of MCF for Norway based on the estimated two-sector job choice model.

2 MARGINAL COST OF PUBLIC FUNDS BASED ON THE REPRESENTATIVE AGENT ASSUMPTION

Consider the choice of labour supply of a representative agent and assume that the tax function is differentiable and convex, and can be represented by a scalar $t$. Let $V(t, y)$ denote this indirect utility that corresponds to the direct utility of hours of work and let $e(t, u)$ be the corresponding expenditure function, where $u$ denotes utility. The indirect utility and the expenditure function depend on the tax system, the gross wage rate and (ex-ante) non-labour income $y$, but the gross wage rate is suppressed in the notation here. Moreover, let $R(t, h, y)$ be the revenue collected by the government, as a function of the tax system, hours of work $h$ and non-labour income $y$. Finally, let $\tilde{h}(t, y)$ denote the uncompensated labour supply
function and \( \tilde{h}(t,u) \) the corresponding compensated labour supply function. Håkonsen (1998), Ballard (1990), and Mayshar (1990), have proposed a measure of MCF given by

\[
M_1 = \frac{\partial e(\tilde{t}, V(t, y)) / \partial \tilde{t} \big|_{\tilde{t}=t}}{R(\tilde{t}, \tilde{h}(\tilde{t}, y), y) / \partial \tilde{t} \big|_{\tilde{t}=t}}
\]

(1)

where \( \tilde{t} \) represents any tax system and \( t \) represents the current (optimal) system. Jacobs (2018) argues that the definition above appears to suffer from an inconsistency because the numerator is a compensated measure, whereas the denominator is an uncompensated measure. Instead, one should replace the uncompensated labour supply function in the denominator by the compensated labour supply function. Thus, the modified measure that follows becomes

\[
M_2 = \frac{\partial e(\tilde{t}, V(t, y)) / \partial \tilde{t} \big|_{\tilde{t}=t}}{R(\tilde{t}, \tilde{h}^c(\tilde{t}, V(t, y)), e(\tilde{t}, V(t, y))) / \partial \tilde{t} \big|_{\tilde{t}=t}}
\]

(2)

Note that in (2) the compensated supply and expenditure functions are evaluated at the ex ante utility level \( V(t, y) \). The difference between \( M_1 \) and \( M_2 \) is that in the first measure the tax revenue is based on uncompensated labour supply whereas the latter one is based on compensated labour supply and (ex post) expenditure.

3 MARGINAL COST OF FUNDS IN HETEROGENEOUS POPULATIONS

In this section, we discuss an aggregate measure of MCF for heterogeneous populations that represents an extension of the measure proposed by Jacobs (2018).

Consider a heterogeneous population of individuals who either work or do not work. Here, the possibility of unemployment is ruled out. The individuals are characterized by a vector of socio-economic variables \( x \) (say). Let \( V(t, y, x) \) denote the individual indirect utility as a function of a vector of individual characteristics \( x \) and let \( e(t, u, x) \) denote the corresponding expenditure function, given utility level \( u \). Atkinson (1983) has proposed a welfare function that is analogous to the following function

\[
W(\tilde{t}) = \frac{E\{e(\tilde{t}, V(t, y, x), x)^{1-\varepsilon}\} - 1}{1 - \varepsilon}
\]

for \( \varepsilon \neq 1 \) and equal to

\[
W(\tilde{t}) = E(\log e(\tilde{t}, V(t, y, x), x))
\]

for \( \varepsilon = 1 \) where \( E \) is the expectation operator with respect to the population distribution of \( (x, y) \) and \( \varepsilon \) is a parameter that reflects the inequality aversion of the

---

2 For a recent discussion of applying aggregate money metrics in welfare analysis, see Bosmans, Decancq and Ooghe (2018).
government. However, in this paper, where the focus is on MCF, we need an aggregate money metric cost function, which is obtained by letting $\varepsilon = 0$. Note that when $t = \hat{t}$ then $W(t) = E\bar{y}$. Thus $W(\hat{t}) - E\bar{y}$ is the aggregate cost of replacing $t$ by $\hat{t}$. If $t$ is optimal then $W(\hat{t}) - E\bar{y}$ is always positive. Otherwise, $W(\hat{t}) - E\bar{y}$ might be negative if $\hat{t}$ is better than $t$.

The actual tax system may be interpreted as optimally chosen by the authorities. This means that we assume the government has done its best to optimize taxes and redistribute income. We have no reasons to overturn the judgment of the politicians. We also assume that lump-sum taxes are not an alternative.

With $\varepsilon = 0$ it follows that

$$W'(t) = \frac{\partial E(e(\hat{t}, V(t, y, x), x))}{\partial t}_{t=\hat{t}}$$  \hspace{1cm} (3)

is the marginal aggregate cost associated with a marginal change of the actual (optimal) tax system $t$.

An obvious extension of the measures discussed in the previous section is

$$M_3 = \frac{\partial E(e(\hat{t}, V(t, y, x), x)) / \partial \hat{t}}{\partial E(R(\hat{t}, \hat{h}(\hat{t}, V(t, y, x), x), e(\hat{t}, V(t, y, x), x))) / \partial \hat{t}}$$  \hspace{1cm} (4)

In a case in which the tax system is represented by a vector $t$, with components that are functionally dependent, one cannot use the measure in (4). Instead one can use the measure given by

$$M_4 = \frac{E(e(\hat{t}, V(t, y, x), x) - y)}{E(R(\hat{t}, \hat{h}(\hat{t}, V(t, y, x), x), e(\hat{t}, V(t, y, x), x))) - E(R(t, h(t, y, x), y))}$$  \hspace{1cm} (5)

where $\hat{t}$ is “close” to $t$, and where $\hat{t}$ and $t$ now are vectors.

### 4 TRADITIONAL LABOUR SUPPLY MODELS

In empirical analysis and calculation of MCF one needs specifications of functional form expressions for the uncompensated and compensated labour supply and expenditure functions that are reasonably practical to work with. Below we shall briefly discuss two cases where explicit expressions can be obtained. For simplicity, we suppress the vector of individual characteristics in the notation.

#### 4.1 LINEAR LABOUR SUPPLY FUNCTION

In this section, we consider the implementation of MCF in the case of the linear textbook labour supply function

$$\tilde{h}(\kappa, y) = \max(a + b\kappa w + c\kappa y, 0)$$
where $1 - \kappa$ is the marginal tax rate (which is known) and $w$ is the individual’s wage rate (Hausman, 1980, 1985). One or several of the parameters $a$, $b$ and $c$ may depend on individual characteristics to accommodate observed and unobserved heterogeneity in preferences. Note that the Slutsky conditions imply that the parameters $a$, $b$ and $c$ must satisfy specific inequalities. The expenditure function that corresponds to the linear supply function, as a function of the tax rate and utility level, is (Stern, 1986)

$$e(\kappa, u) = u \exp(-c\kappa w) - \frac{b}{c}\kappa w + \frac{b}{c^2} - \frac{a}{c}$$

when $w$ is greater than the reservation wage rate. Otherwise, $w$ is to be replaced by the reservation wage rate. By Shephard’s lemma it follows from (6) that the compensated labour supply function with tax is

$$\tilde{h}^c(\kappa, u) = \max(u, \exp(-c\kappa w) + \frac{b}{c}, 0)$$

Suppose for example that all the parameters $a$, $b$ and $c$ are stochastic. If the joint distribution of $(a, b, c)$ has been estimated, then one can simulate $M_3$, given a sample of individuals who either work or do not work, while accounting for the restrictions implied by the Slutsky conditions.

If the tax function is non-linear, differentiable and convex, the labour supply function admits the form

$$\tilde{h}(t, y) = \max(a + bm(t, hw) + cy(t, hw), 0)$$

where $m(t, hw)$ is the marginal wage rate at labour income $hw$ and $y(t, hw)$ is the so-called virtual non-labour income. Analogous expressions hold for the expenditure and the compensated labour supply functions. Thus, in this case the labour supply function is only given in implicit form because the right side of (8) depends on hours of work. However, it can still be estimated by known methods, either by using instrument variable techniques or by using the maximum likelihood method combined with the transformation of variables device and the corresponding Jacobian. In this case, it might be cumbersome to simulate $M_3$ because one must solve non-linear equations for expenditure, uncompensated and compensated hours of work for each draw of the stochastic components.

### 4.2 SEMI-LOG LABOUR SUPPLY FUNCTION

In this case, with a linear tax system, the uncompensated labour supply function has the form (Heckman, 1974)

$$\tilde{h}(\kappa, y) = \max(a + b \log(\kappa w) + c\kappa y, 0)$$
Also, in this case the Slutsky conditions imply restrictions on the parameters, $a$, $b$ and $c$, see Stern (1986). The expenditure function of the wage rate and utility that corresponds to the semi-log supply function has the form (Stern, 1986)

$$e(\kappa, u) = u \exp(-ckw) - \frac{b}{c} \log(kw) + \frac{b}{c} \exp(-ckw) f(ckw) - \frac{a}{c}$$  \hspace{1cm} (9)

where

$$f(x) = \int_{d}^{x} z^{\alpha-1} e^{z} dz$$

and $d$ is a positive constant. The equation in (9) holds when $w$ is greater than the reservation wage rate. Otherwise, $w$ is to be replaced by the reservation wage rate. By Shephard’s lemma, it follows that the corresponding compensated labour supply function becomes

$$\bar{h}(\kappa w, u) = \max(u c \exp(-ckw) + b \exp(-ckw) f(ckw), 0).$$

As in the case discussed in section 4.1, $M_3$ can easily be simulated given that the distribution of $(a, b, c)$ has been estimated, and taking account of the restrictions implied by the Slutsky conditions. However, as with the linear labour supply function, when taxes are non-linear, the estimation and simulation might be cumbersome.

## 5 DISCRETE LABOUR SUPPLY MODELS

As mentioned above, there are two types of labour supply models based on the discrete choice framework (McFadden, 1974) proposed in the literature. The standard discrete labour supply model was proposed by van Soest (1995) whereas Dagsvik (1994) and Dagsvik et al. (1988) proposed the job choice model, which contains the standard discrete labour supply model as a special case. For simplicity, we suppress the vector of individual characteristics in the notation also in this section.

### 5.1 THE STANDARD DISCRETE LABOUR SUPPLY MODEL

The standard discrete labour supply model differs from the traditional textbook model in that the set of feasible hours of work is finite, say equal to $D$, and that the stochastic specification of the utility function differs from the traditional labour supply model.

An individual in the labour market faces the budget constraint

$$C(t, h, y) = hw + y - R(t, h, y)$$  \hspace{1cm} (10)

where $C(t, h, y)$ is disposable income given the tax system, wage rate, hours of work and non-labour income. Let $U(h)$ be the (conditional indirect) utility of working $h$ hours and assume that

$$U(h) = \mu(C(t, h, y), h) + \varepsilon(h)$$  \hspace{1cm} (11)
where \( \mu(C, h) \) is a deterministic function that is increasing in disposable income \( C \) and decreasing in hours of work \( h \), and \( \varepsilon(h) \), \( h \in D \) are i. i. d. random taste shifters which are distributed according to the standard Gumbel c. d. f. \( \exp = (-e^{-x}) \) for real \( x \). These random variables are supposed to represent unobserved heterogeneity in tastes. To the individual agent the random taste shifters are perfectly known at the moment of choice. It follows from (11) that the probability of working \( h \) hours, \( \varphi_h(t, y) \), becomes

\[
\varphi_h(t, y) = P\left(U(h) = \max_{r \in D} U(r)\right) = \frac{\exp(\mu(C(t, h, y), h))}{\exp(\mu(C(t, 0, y), 0)) + \sum_{r \in D \setminus \{0\}} \exp(\mu(C(t, r, y), r))}
\]

for \( h > 0 \) (McFadden, 1974). For \( h = 0 \), \( \varphi_0(t, y) \) is obtained by replacing the numerator in (12) by \( \exp(\mu(C(t, 0, y), 0)) \). In contrast to the traditional textbook model, the labour supply function cannot be expressed in closed form in this case. Instead, the distribution of labour supply is expressed by the simple formula given in (12), as a function of the systematic part of the utility function and the budget constraint.\(^3\)

### 5.2 THE JOB CHOICE MODEL

The job choice model allows the researcher to account for latent choice restrictions in the labour market. Such restrictions may explain why the distribution of hours of work typically show peaks at full-time and part-time hours of work and that some workers face smaller (latent) sets of job opportunities than other workers. In this model, the household derives utility from household consumption, leisure, and non-pecuniary latent job attributes.

Let \( k = 1, 2..., \) be an indexation of the jobs (latent) and let \( k = 0 \) represent no job. The utility function now has a slightly different form than the one given in (12), namely

\[
U(h, k) = \mu(C(t, h, y), h) + \varepsilon(k)
\]

where, as above, \( \mu(C, h) \) is a positive deterministic function that is increasing in \( C \) and decreasing in \( h \). Evidently, \( k = 0 \), if and only if \( h = 0 \). The taste shifters \( \{\varepsilon(k)\} \) are i. i. d. with standard Gumbel c. d. f. The taste shifters account for unobserved individual characteristics and unobserved job-specific attributes that affect preferences. The jobs have fixed job-specific hours of work schedules. Let \( B(h) \) be the set of jobs with hours of work \( h \) that are available to the agent. The sets \( B(h), h \in D \), are individual-specific and latent. Moreover, let \( \theta \) be the total number of jobs available (to the worker) and \( g(h) \) the proportion of jobs in \( B(h) \) with hours of work \( h \). Thus, \( \theta g(h) \) is the number of jobs with hours of work \( h \) in the set \( B(h) \). From (12)

\(^3\) In the traditional case utility is assumed to be quasi-concave to ensure a unique maximum. In the discrete case with finite \( D \) this assumption is no longer needed.
and (13) it follows that the probability that the agent will choose a specific job \( k \) in \( B(h) \) is given by the multinomial logit formula, namely

\[
P\left(U(h,k) = \max_{r \in D} \max_{j \in B(r)} U(r,j)\right) = \frac{\exp(\mu(C(t,h,y),h))}{\sum_{r \in D} \sum_{k \in B(r)} \exp(\mu(C(t,r,y),r))} = \frac{\exp(\mu(C(t,h,y),h))}{\exp(\mu(C(t,0,y),0)) + \sum_{r \in D \cup \{0\}} g(r) \exp(\mu(C(t,r,y),r))}
\]

Since the last expression does not depend on \( k \) the probability that the agent will choose any job with workload \( h \) follows by multiplying the probability above by the number of jobs \( \theta g(h) \) in \( B(h) \), which yields

\[
\varphi_{\theta}(t,y) = \frac{\theta g(h) \exp(\mu(C(t,h,y),h))}{\exp(\mu(C(t,0,y),0)) + \sum_{r \in D \cup \{0\}} g(r) \exp(\mu(C(t,r,y),r))} \quad (14)
\]

For \( h = 0 \), \( \varphi_{\theta}(t,y) \) is obtained by replacing the numerator in (14) by \( \exp(\mu(C(t,0,y),0)) \). We note that (14) differs from (12) in that the exponential of the systematic parts of the utilities are weighted by the opportunity measure, \( \{\theta g(r)\} \).

The first econometric application of this type of modified logit model with latent “elemental” alternatives appears to be in Ben-Akiva and Watanatada (1981). They discuss both a discrete and a continuous version. Dagsvik et al. (1988) is the first published version of the job choice model applied to analyze labour supply behaviour. Formally, the utility maximization (with respect to hours of work) in the presence of these types of latent constraints can formally be viewed as an unconstrained maximization problem, namely the maximization of

\[
\bar{U}(t,y,h) = \max_{k \in B(h)} U(h,k) = \nu(C(t,h,y),h) + \eta(h)
\]

with respect to \( h \) where \( \{\eta(h)\} \) are i. i. d. with standard Gumbel c. d. f. and where the structural part \( \nu \) is given by

\[
\nu(C,h) = \mu(C,h) + \log(\theta g(h))
\]

for \( h > 0 \) and \( \nu(C,0) = \mu(C,0) \) for \( h = 0 \). Thus, mathematically, the model given in (14) can be treated as if it were a standard discrete labour supply model with \( \mu(C(t,h,y),h) \) replaced by \( \nu(C(t,h,y),h) \). Dagsvik and Jia (2016) have discussed identification of \( \mu, \theta \) and \( g(h) \) in the job choice model. They also provide a simplified version of the proof originally given by Dagsvik (1994) that the job choice model with discrete/continuous labour supply density follows from utility maximization (supplementary part of Dagsvik and Jia, 2016).
6 MARGINAL COSTS OF PUBLIC FUNDS IN THE CASE OF DISCRETE LABOUR SUPPLY MODELS

For simplicity, we also drop the vector of individual characteristics in the notation in this section, but it is evident how the following analysis can be modified to account for observable individual characteristics. In the following, the notion “discrete labour supply model” is to be understood as either the standard discrete labour supply model or the job choice model. In the case of discrete labour supply models, one cannot use the standard approach discussed in section 3 because the utilities, compensated and uncompensated labour supply and expenditure functions are stochastic and cannot be expressed in closed form. Therefore, the usual approach does not apply. Instead, one can use an approach that is analogous to Dagsvik, Strøm and Locatelli (2021).

Define the operator $Z_+$ by $Z_+ = \max(Z, 0)$, and let $y_h(i)$ be defined by

$$v(C(i, h, y_h(i)), h) = v(C(t, h, y), h).$$

Consider a setting where $i$ is any value of the tax parameter, different from $t$, and let

$$Y(i) = e(i, V(t, y)) \quad \text{and} \quad \psi_h(i, z) = \max(v(C(i, h, z), h), v(C(t, h, y), h)).$$

Moreover, we assume the existence of a subsistence level of disposable income (minimum income necessary for survival) such that $\mu(x, h) = -\infty$ if disposable income is less than the subsistence level. Let $a$ be a constant such that $v(C(t, h, z), h) = -\infty$ when $z \leq -a$. In the following, if $f(x_1, x_2, \ldots)$ is a differentiable function of several variables we will use the notation $f'(x_1, x_2, \ldots) = \partial f(x_1, x_2, \ldots) / \partial x_j$.

**Theorem 1**

Under the assumptions of the discrete labour supply model, we have that

$$EY(i) = \sum_{h \in D} \int_{-a}^{y_h(i)} \exp(v(C(t, h, y), h)) dz \sum_{r \in D} \exp(\psi_h(i, z)) - a$$

and

$$ER(i, h^*(i, V(t, y)), Y(i)) = \sum_{h \in D} \left[ \frac{R(i, h, h^*_h(i)) \exp(v(C(t, h, y), h))}{\sum_{r \in D} \exp(\psi_h(i, y_h(i)))} \right]$$

$$+ \sum_{j \in D} \exp(v(C(t, j, y), j)) \int_{y_j(i)}^{y_{j}(i)} \frac{R(i, h, z) \exp(v(C(i, h, z), h)) v'(C(i, h, z), h) C'(i, h, z) dz}{\sum_{r \in D} \exp(\psi_h(i, z))}$$

The proof of Theorem 1 is given in appendix A.
Note that in Theorem 1 the tax system (represented by \( t \)) does not have to be a scalar, but can be any multidimensional vector. The results in Theorem 1 can be used to compute \( M_4 \) given by the formula in (5).

Consider next the case where the tax function can be represented by a scalar \( t \). This includes a tax system that can be expressed as \( t \zeta(y) \) where \( \zeta(\cdot) \) is a fixed function of taxable income, \( y \) (say).

**Corollary 1**
Assume that \( t \) is a scalar. Under the assumptions of the discrete labour supply model we have

\[
\frac{\partial EY(t)}{\partial t} = - \sum_{h \in D} \varphi_h(t, y) \gamma_h(t)
\]

where

\[
\gamma_h(t) = \frac{C'_h(t, h, y)}{C'_y(t, h, y)}
\]

The proof of Corollary 1 is given in appendix A.

Before stating the next result, we need to define right and left derivatives. Let \( f(x) \) be a function of a real variable and define the right derivative of \( f(x) \) by

\[
\frac{\partial^+ f(x)}{\partial x} = \lim_{\delta \to 0^+} \frac{f(x + \delta) - f(x)}{\delta}, \; \delta > 0
\]

provided that the limit on the right side above exists. Similarly, define the left derivative of \( f(x) \) by

\[
\frac{\partial^- f(x)}{\partial x} = \lim_{\delta \to 0^-} \frac{f(x + \delta) - f(x)}{\delta}, \; \delta < 0
\]

provided the limit on the right side above exists. If \( \frac{\partial^+ f(x)}{\partial x} / \partial x = \frac{\partial^- f(x)}{\partial x} / \partial x \) then \( f(x) \) is differentiable. Let

\[
p^e_h(\hat{\imath}, y) = P(\hat{h}^e(\hat{\imath}, V(t, y)) = h)
\]

and define

\[
\frac{\partial^+ \varphi^e_h(t, y)}{\partial t} \bigg|_{t=\hat{\imath}} = \frac{\partial^+ p^e_h(\hat{\imath}, y)}{\partial \hat{\imath}} \quad \text{and} \quad \frac{\partial^- \varphi^e_h(t, y)}{\partial t} \bigg|_{t=\hat{\imath}} = \frac{\partial^- p^e_h(\hat{\imath}, y)}{\partial \hat{\imath}}
\]
Corollary 2

Under the assumptions of the discrete labour supply model we have, in a case in which \( t \) is a scalar, that

\[
\frac{\partial^- \phi_h^c(t, y)}{\partial t} = \phi_h(t, y) \sum_{j \in D} \phi_j(t, y) v_j'(C(t, h, y), h) C_j'(t, h, y)(\gamma_j(t) - \gamma_j(t))_+ - \phi_h(t, y) \sum_{j \in D} \phi_j(t, y) v_j'(C(t, j, y), h) C_j'(t, j, y)(\gamma_j(t) - \gamma_h(t))_+ 
\]

and

\[
\frac{\partial^+ \phi_h^c(t, y)}{\partial t} = \phi_h(t, y) \sum_{j \in D} \phi_j(t, y) v_j'(C(t, j, y), h) C_j'(t, j, y)(\gamma_j(t) - \gamma_j(t))_+ - \phi_h(t, y) \sum_{j \in D} \phi_j(t, y) v_j'(C(t, h, y), h) C_j'(t, h, y)(\gamma_j(t) - \gamma_h(t))_+ 
\]

The proof of Corollary 2 is given in appendix A. From Corollary 2 we see that the marginal compensated effect \( \frac{\partial \phi_h^c(t, y)}{\partial t} \) does not exist unless the tax function is linear. Instead, one should use the right marginal compensated effect \( \frac{\partial^+ \phi_h^c(t, y)}{\partial t} \) in the case of a tax increase and the left marginal compensated effect \( \frac{\partial^- \phi_h^c(t, y)}{\partial t} \) in the case of a tax decrease. In the present case, it is only relevant to deal with tax increases and one should therefore use the right marginal compensated effect.

Regarding the intuition why the left and right marginal effects differ, see Dagsvik, Strøm and Locatelli (2021).

Corollary 3

Under the assumptions of the discrete labour supply model we have, in the case where \( t \) is a scalar,

\[
\frac{\partial^+ E\{R(\hat{t}, \hat{h}^c(\hat{t}, V(t, y)), Y(\hat{t}))\}}{\partial t} \bigg|_{t=\hat{t}} = \sum_{h \in D} R(t, h, y) \frac{\partial^+ \phi_h^c(t, y)}{\partial t} 
\]

and

\[
\frac{\partial^- E\{ER(\hat{t}, \hat{h}^c(\hat{t}, V(t, y)), Y(\hat{t}))\}}{\partial t} \bigg|_{t=\hat{t}} = \sum_{h \in D} R(t, h, y) \frac{\partial^- \phi_h^c(t, y)}{\partial t} 
\]

The proof of Corollary 3 is given in appendix A.

Note that an implication of Corollary 3 is that

\[
\frac{\partial^\pm E\{ER(\hat{t}, \hat{h}^c(\hat{t}, V(t, y)), Y(\hat{t}))\}}{\partial t} \bigg|_{t=\hat{t}} = \frac{\partial^\pm E\{ER(\hat{t}, \hat{h}^c(\hat{t}, V(t, y), y)\} \bigg|_{t=\hat{t}} 
\]

which says that the marginal expected revenue can be computed by replacing \( Y(\hat{t}) \) by \( y \). The results of Corollaries 1 to 3 can be used to compute \( M_3 \) given in (4).
7 COMPUTATION OF MARGINAL COSTS OF PUBLIC FUNDS ASSOCIATED WITH AN INCREASE IN MINIMUM TAX DEDUCTION

In this section, we discuss an evaluation of MCF that corresponds to a marginal increase in the minimum deduction level (below this level taxes on wage income are zero). This application is based on the sectoral job choice model (Dagsvik and Strøm, 2006). In the case of sectoral job choice there are several extensive margins, related to the choice of working or not and the choice of sector. There are two sectors, public and private. This model was estimated by using a sample of married women in Norway. Recall that the job choice model accommodates restrictions on the workers’ choice sets and thus enables us to rationalize observed peaks at full-time and part-time hours of work.

Like many countries, Norway has a progressive tax system for taxation of labour income, with stepwise linear parts. The actual structure of the tax system in 1994 is given in appendix B. In general, whenever a tax rate is changed in a piecewise linear tax system one must also change other tax rates too, since the tax function is continuous. This is not necessary when the minimum deduction level is changed. Thus, in this application the tax parameter \( t \) is a scalar, equal to the minimum deduction level.

Our estimate of the marginal cost of public funds, given in equation (4), is 1.15, which is in the lower part of the range that others have found, also for Norway. Numerous studies have demonstrated that married women respond more strongly to changes in economic incentives than single women and men, married or not. Since we include only married women in our sample, our estimate is, most likely, higher than if men and single women had been included in the sample. Thus, if the whole population had been used in the calculation of MCF, most likely the estimate of the marginal cost of funds in Norway would have been less than 1.15.

8 CONCLUSION

In this paper, we have discussed aggregate measures of MCF, which account for observed as well as unobserved population heterogeneity in preferences, with special reference to discrete labour supply models. In the context of the discrete labour supply model, which are based on a stochastic formulation of primitives, one cannot use the usual approach to calculate MCF because the uncompensated as well as the compensated labour supply and the expenditure functions are stochastic and cannot be expressed in closed form. We have therefore used an alternative approach that enables the calculation of aggregate measures of MCF in the case of discrete labour supply models. Finally, we have used an estimated version of the job choice model to compute the MCF of the Norwegian income tax system that corresponds to a marginal change of the minimum deduction level.
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APPENDIX A

Recall that \( y_h(\hat{t}) \) is defined by \( \nu(C(\hat{t}, h, y_h(\hat{t})), h) = \nu(C(t, h, y), h) \) where \( \hat{t} \) is any tax parameter different from \( t \), \( Y(\hat{t}) = e(\hat{t}, V(t, y)) \) and \( \psi_h(\hat{t}, z) = \max(\nu(C(\hat{t}, h, z), h), \nu(C(t, h, y), h)) \). For simplicity we use the notation \( dz = (z + dz, z) \).

Lemma A1
Suppose \( Z \) is a non-negative random variable with c. d. f. \( F(z) \) where \( F(z) = 0 \) when \( z \leq -a \) where \( a \) is a constant. Then

\[
EZ = \int_{-a}^{\infty} zdF(z) = \int_{-a}^{\infty} (1 - F(z))dz - a.
\]

The result of Lemma A1 follows by integration by parts.

Lemma A2
Under the assumptions of the discrete labour supply model we have that

\[
P(\tilde{h}(t, y) = h, Y(\hat{t}) > z) = \frac{1\{y_h(\hat{t}) > z\}\exp(\nu(C(t, h, y), h))}{\sum_{r \in D}\exp(\psi_r(\hat{t}, z))}
\]

Lemma A3
Under the assumptions of the discrete labour supply model we have that

\[
q_{hh}(\hat{t}, dz) = P(\tilde{h}(t, y) = h, Y(\hat{t}) \in dz)
\]

\[
= P(\tilde{h}(t, y) = h, Y(\hat{t}) = z) = \frac{1\{z = y_h(\hat{t})\}\exp(\nu(C(t, h, y), h))}{\sum_{r \in D}\exp(\psi_r(\hat{t}, y_h(\hat{t})))}
\]

and

\[
q_{hh}(\hat{t}, z) = P(\tilde{h}(t, y) = h, Y(\hat{t}) = z) = \frac{1\{z = y_h(\hat{t})\}\exp(\nu(C(t, h, y), h))}{\sum_{r \in D}\exp(\psi_r(\hat{t}, y_h(\hat{t})))}
\]

Lemmas A2 and A3 are applications to the i. i. d. Gumbel case of Theorems 3 and 4 of Dagsvik and Karlström (2005). In fact, Lemma A3 corrects Theorem 4 of Dagsvik and Karlström (2005), as the latter claims that

\[
q_{hh}(\hat{t}, z) = 1\{z = y_h(\hat{t})\}\phi_h(t, y)
\]

which in general is not true as it is not always the case that

\[
\psi_r(\hat{t}, y_h(\hat{t})) = \max(\nu(C(t, r, y), r), \nu(C(\hat{t}, r, y_h(\hat{t})), r)) = \nu(C(t, r, y), r)
\]

for all \( x \) in \( D \).
Lemma A4

Under the assumptions of the discrete labour supply model the \textit{ex post} compensated choice probability of working $h$ hours is given by

$$p_h^c(\hat{t}, y) = P(\hat{h}^c(\hat{t}, V(t, y)) = h) = \sum_{i \in D(h)} \int_{y_i(\hat{t})}^{y_i(\hat{t} + h)} q_{y_i}^c(\hat{t}, z) \, dz + q_{y_h}^c(\hat{t}, y_h(\hat{t}))$$

The result Lemma A4 follows immediately from Lemma A3.

Q. E. D.

Proof of Theorem 1:

The first relation in Theorem 1 follows immediately from Lemmas A1 and A2. The second relation in Theorem 1 follows from Lemma A3.

Q. E. D.

Proof of Corollary 1:

Assume first that $y_h(\hat{t}) > y$ and that $\Delta t = \hat{t} - t$ is small. It follows that

$$\int_{-a}^{y_h(\hat{t})} \frac{\exp(v(C(t, h, y), h))dz}{\sum_{r \in D} \exp(\psi_r(\hat{t}, z))} - (y + a)\varphi_h(t, y) = \int_{y}^{y_h(\hat{t})} \frac{\exp(v(C(t, h, y), h))dz}{\sum_{r \in D} \exp(\psi_r(\hat{t}, z))}$$

$$+ \int_{-a}^{y_h(\hat{t})} \left( \frac{\exp(v(C(t, h, y), h))}{\sum_{r \in D} \exp(\psi_r(\hat{t}, z))} - \varphi_h(t, y) \right) dz$$

(A1)

We have

$$\frac{\exp(v(C(t, h, y), h))}{\sum_{r \in D} \exp(\psi_r(\hat{t}, z))} - \varphi_h(t, y)$$

$$= -\frac{\sum_{r \in D} \exp(v(C(t, r, z), x)) - \exp(v(C(t, r, y), r))}{\sum_{r \in D} \exp(v(C(t, r, y), r)) \sum_{s \in D} \exp(\psi_s(\hat{t}, z))}$$

$$= -\varphi_h(t, y) \frac{\sum_{r \in D} \exp(v(C(\hat{t}, r, z), r)) - \exp(v(C(\hat{t}, r, y), x))) \{y_r(\hat{t}) < z\}}{\sum_{r \in D} \exp(\psi_r(\hat{t}, z))}$$
Using the last relation and the mean value theorem for integrals, we obtain that the following:

\[
\frac{1}{\Delta t} \int_{-a}^{y} \left( \sum_{r \in D} \exp(\nu(C(t, h, y), h)) - \varphi_h(t, y) \right) dz = -\int_{-a}^{y} \varphi_h(t, y) \sum_{j \in D} \left[ \frac{\exp(\nu(C(\hat{t}, j, z), j)) - \exp(\nu(C(t, j, y), j))}{\Delta t \sum_{r \in D} \exp(\psi(\hat{t}, z))} \right] dz
\]

(A2)

When \( a \to 0 \) it follows that \( z^* \to y \). When \( t \to 0 \) it follows that \( z^* \to y \). Hence,

\[
\exp(\nu(C(\hat{t}, j, z^*), j)) - \exp(\nu(C(t, j, y), j)) \to 0
\]

so that (A.2) implies that

\[
\lim_{\Delta t \to 0} \frac{1}{\Delta t} \int_{-a}^{y} \left( \sum_{r \in D} \exp(\nu(C(t, h, y), h)) - \varphi_h(t, y) \right) dz = 0. \quad (A3)
\]

When \( y_h(\hat{t}) < y \) a similar argument as above leads to the same result as in (A.3). By implicit differentiation we obtain

\[
y_h'(\hat{t}) = -\frac{C_h'(\hat{t}, y_h(\hat{t}))}{C_h'(\hat{t}, y_h(\hat{t}))}
\]

implying that

\[
\lim_{\hat{t} \to t} y_h'(\hat{t}) = -\frac{C_h(t, y)}{C_h(t, y)} = -y_h(t). \quad (A4)
\]

Hence, by Lemma A1, (A.1), (A.3) and (A.4) it follows that

\[
\frac{EY(\hat{t}) - y}{\Delta t} = \frac{1}{\Delta t} \sum_{h \in D} \left( \int_{-a}^{y} \frac{\exp(\nu(C(t, h, y), h)) dz}{\sum_{r \in D} \exp(\psi(\hat{t}, z))} - (y + a) \varphi_h(t, y) \right)
\]

\[
= \sum_{h \in D} \int_{-a}^{y} \frac{\exp(\nu(C(t, h, y), h)) dz}{\Delta t \sum_{r \in D} \exp(\psi(\hat{t}, z))} + \frac{o(\Delta t)}{\Delta t}
\]

\[
= \sum_{h \in D} \frac{(y_h(\hat{t}) - y)}{\Delta t} \varphi_h(t, y) + \frac{o(\Delta t)}{\Delta t} = -\sum_{h \in D} y_h(t, y) + \frac{o(\Delta t)}{\Delta t}
\]
which implies the result in Corollary 1.

Q. E. D.

Proof of Corollary 2:

When \( \hat{t} - t = \Delta t \) is small it follows from Lemma 3 that

\[
\begin{align*}
\int_{\gamma_k(t)}^{\gamma_j(t)} q^c_{\hat{k}}(\hat{t}, z)dz &= \exp(v(C(t, j, y), j)) \\
\int_{\gamma_k(t)}^{\gamma_j(t)} \frac{1\{y_j(\hat{t}) > y_k(\hat{t})\}}{\exp(\psi(\hat{t}, z))} \exp(v(C(\hat{t}, h, z), h))v'_i(C(\hat{t}, h, y), y)C'_i(\hat{t}, h, z)dz
\end{align*}
\]

(A5)

\[
= (y_j(\hat{t}) - y_k(\hat{t})), \varphi_h(t, y)\varphi_j(t, y)v'_i(C(t, h, y), h)C'_i(t, h, y) + o(\Delta t)
\]

\[
= \left( \left( y'_j(t) - y'_k(t) \right) \Delta t \right)_+ \varphi_h(t, y)\varphi_j(t, y)v'_i(C(t, h, y), h)C'_i(t, h, y) + o(\Delta t).
\]

When \( \Delta t > 0 \), then

\[
\frac{1}{\Delta t} \left( \left( y'_j(t) - y'_k(t) \right) \Delta t \right)_+ = \left( y'_j(t) - y'_k(t) \right)_+ = (\gamma_j(t) - \gamma_k(t))_+ (A6)
\]

and when \( \Delta t < 0 \), then

\[
\frac{1}{\Delta t} \left( \left( y'_j(t) - y'_k(t) \right) \Delta t \right)_+ = -\left( y'_j(t) - y'_k(t) \right)_+ = -\left( \gamma_j(t) - \gamma_k(t) \right)_+ (A7)
\]

Hence, (A6) implies that when \( \Delta t > 0 \) then

\[
\int_{\gamma_k(t)}^{\gamma_j(t)} q^c_{\hat{k}}(\hat{t}, z)dz = \Delta t \left( \gamma_j(t) - \gamma_k(t) \right)_+ \varphi_h(t, y)\varphi_j(t, y) \\
v'_i(C(t, h, y), h)C'_i(t, h, y) + o(\Delta t) (A8)
\]

whereas when \( \Delta t < 0 \) (A7) yields

\[
\int_{\gamma_k(t)}^{\gamma_j(t)} q^c_{\hat{k}}(\hat{t}, z)dz = -\Delta t \left( \gamma_j(t) - \gamma_k(t) \right)_+ \varphi_h(t, y)\varphi_j(t, y) \\
v'_i(C(t, h, y), h)C'_i(t, h, y) + o(\Delta t) (A9)
\]
Furthermore,

\[
q'_{hs}(\hat{t}, y_{h}(\hat{t})) - \varphi_{h}(t, y) = \frac{\exp(\nu(C(t, h, y), h))}{\sum_{r \in D} \exp(\nu_{r}(\hat{t}, y_{h}(\hat{t})))} - \varphi_{h}(t, y) \tag{A10}
\]

\[
= -\varphi_{h}(t, y) \sum_{j \in D} \varphi_{j}(t, y) [\exp\{\nu(C(t, j, y_{h}(\hat{t})), j) - \nu(C(t, j, y), j)\} - 1] + o(\Delta t)
\]

\[
= -\varphi_{h}(t, y) \sum_{j \in D} \varphi_{j}(t, y) \nu'_{j}(C(t, j, y), j) \left(\left(C'_{j}(t, j, y) + C'_{j}(t, j, y_{h}(\hat{t}))\right) \Delta t\right) + o(\Delta t)
\]

\[
= -\varphi_{h}(t, y) \sum_{j \in D} \varphi_{j}(t, y) \nu'_{j}(C(t, j, y), j) C'_{j}(t, j, y) \left(\left(y_{j}(t) - y_{h}(\hat{t})\right) \Delta t\right) + o(\Delta t)
\]

Hence, when \(\Delta t > 0\) (A.10) implies that

\[
q'_{hs}(\hat{t}, y_{h}(\hat{t})) - \varphi_{h}(t, y) \tag{A11}
\]

\[
= -\Delta t \varphi_{h}(t, y) \sum_{j \in D} \varphi_{j}(t, y) \nu'_{j}(C(t, j, y), j) C'_{j}(t, j, y) \left(\left(y_{j}(t) - y_{h}(\hat{t})\right) \Delta t\right) + o(\Delta t)
\]

whereas when \(\Delta t < 0\) then

\[
q'_{hs}(\hat{t}, y_{h}(\hat{t})) - \varphi_{h}(t, y) \tag{A12}
\]

\[
= \Delta t \varphi_{h}(t, y) \sum_{j \in D} \varphi_{j}(t, y) \nu'_{j}(C(t, j, y), x) C'_{j}(t, j, y) \left(\left(y_{h}(t) - y_{j}(t)\right) \Delta t\right) + o(\Delta t)
\]

The result of Corollary 2 now follows from (A.8) and (A.11), and (A.9) and (A.12), respectively.

Q. E. D.

**Proof of Corollary 3:**

Note first that by the mean value theorem for integrals there exists a number, \(y' \in (y_{h}(\hat{t}), y_{x}(\hat{t}))\) such that

\[
\left| \int_{y_{h}(\hat{t})}^{y_{x}(\hat{t})} (R(\hat{t}, h, z) - R(t, h, y_{h}(\hat{t}))) q'_{hs}(\hat{t}, z) dz \right| \leq \|(R(\hat{t}, h, y') - R(t, h, y_{h}(\hat{t}))) \| \left| y_{x}(\hat{t}) - y_{h}(\hat{t})\right| \tag{A13}
\]

\[
= \|(R(\hat{t}, h, y') - R(t, h, y_{h}(\hat{t}))) \| \left(\left(y'_{j}(\hat{t}) - y_{h}(\hat{t})\right) \Delta t + o(\Delta t)\right) = o(\Delta t)
\]

because \(y' \rightarrow y, y_{h}(\hat{t}) \rightarrow y\) when \(\Delta t \rightarrow 0\) so that \(R(\hat{t}, h, y') - R(t, h, y_{h}(\hat{t}))\) tends towards zero when \(\Delta t \rightarrow 0\) Suppose next that \(\Delta t > 0\). By using (A.13) and Lemma A4 we get that
which leads to the first relation of the corollary. The case in which \( \Delta t < 0 \) is proved in a similar way and implies the second relation of the corollary.

Q. E. D.
APPENDIX B

TAX FUNCTIONS
The tax functions for married couples are piecewise linear and given in the tables below. The minimum deduction level $t$ referred to in the text equals NOK 41,907 for a married non-working woman and NOK 20,954 for a working woman.

**Table B1**
*Tax function in 1994 for a married non-working woman whose husband is working, 1994*

<table>
<thead>
<tr>
<th>Male income, $Y_{male}$</th>
<th>Tax $T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 – 41,907</td>
<td>0</td>
</tr>
<tr>
<td>41,907 – 140,500</td>
<td>$0.302Y_{male}$ – 12,656</td>
</tr>
<tr>
<td>140,500 – 252,000</td>
<td>$0.358Y_{male}$ – 20,524</td>
</tr>
<tr>
<td>252,000 – 263,000</td>
<td>$0.453Y_{male}$ – 44,464</td>
</tr>
<tr>
<td>263,000 –</td>
<td>$0.495Y_{male}$ – 55,510</td>
</tr>
</tbody>
</table>


**Table B2**
*Tax function in 1994 for a married working woman NOK 1994*

<table>
<thead>
<tr>
<th>Wage income, $Y$</th>
<th>Tax $T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 – 20,954</td>
<td>0</td>
</tr>
<tr>
<td>20,954 – 140,500</td>
<td>$0.302Y$ – 6,328</td>
</tr>
<tr>
<td>140,500 – 208,000</td>
<td>$0.358Y$ – 14,196</td>
</tr>
<tr>
<td>208,000 – 236,500</td>
<td>$0.453Y$ – 33,956</td>
</tr>
<tr>
<td>236,500 –</td>
<td>$0.495Y$ – 43,889</td>
</tr>
</tbody>
</table>